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Abstract 

In this work we present RWARS, a novel recommender system that recommends research work area. So far a 

number of recommender systems have been developed in the field of e-commerce, e-services, e-library, 

entertainment, tourism and social networking sites. However, when it comes to the area of education, not much 

work has been done. So to extend the utility of Recommender systems in the field of education, we have 

developed RWARS. We have used Cosine similarity and Tanimoto coefficient for developing our system. The 

aim of this work is to compare the results obtained using each approach to find the most optimal one. 

Evaluation parameters that have been used are: Mean square error, Root mean square error and Coverage. At 

present, RWARS is still in its initial phase and its applicability can be further enhanced by converting it into an 

online system and it surely will prove to be a great boon for young researchers to select the most appropriate 

research area for them. 

 

Index Terms: Collaborative filtering, Cosine similarity, Tanimoto coefficient, Recommender systems. 
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1. Introduction 

Recommender systems are software tools or techniques which narrow down the choices of products or items 

available in abundance and suggest the most suitable ones, based on the implicit or explicit user ratings. We 

can say that a Recommender system is a system of: users, a user interface, a dataset and some recommendation 

algorithms.  We can say that “Recommender systems are- for the user, from the user and by the user” as the 

recommendations are made for the users and the dataset used for making the recommendations is also taken 

from the users themselves in the form of implicit or explicit ratings. So users act as the backbone of 

Recommender systems. The user-interface acts as an intermediate between the user and the system. The user 
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expresses his preferences, ratings or requirements through the user-interface only and the recommendations are 

also displayed on the same. The dataset is in the form of user ratings or feedback. Finally, once the user 

requirements are gathered, some recommendation algorithm is applied. Fig.1 gives an overview of how the 

framework of recommender systems works. 

 

 

Fig.1. Recommender Framework 

There are various Recommendation approaches developed so far: Collaborative Filtering, Content-based 

Filtering, Knowledge-based systems, Hybrid systems, Demographic recommender systems and Community-

based systems. We have recommendations for almost every field ranging from: social networking sites, marriage 

portals, e-commerce sites, e-library, e-services to movie, music or book recommender system, These systems 

tend to play a really vital role in internet sites like Amazon, Pandora, Hulu, LinkedIn, Netflix, YouTube, Jester, 

CiteSeer, Yahoo Matrimonial sites and Social networking sites. These websites use either one of the 

recommendation approach or a combination of two or more. For example, Amazon uses Item to Item 

collaborative filtering and content-based filtering, Pandora uses content-based filtering, CiteSeer uses 

collaborative and content-based filtering, and YouTube uses personalized recommendations while Jester and 

LinkedIn use collaborative filtering. Over the past two decades, Recommender Systems have evolved 

tremendously and now have also included the concepts of Artificial intelligence, Information retrieval and 

Human-computer interaction in their journey
1
, and hence have gained more popularity over the time, being 

more efficient. 

Since, Recommender Systems have abridged our effort of going through each and every item for selecting the 

most suitable one, a Recommender System that can suggest a research work area to a student that he or she can 

do his research in, would prove to be quite useful. In this paper, we introduce RWARS (Research Work Area 

Recommender System) that recommends an area for research work. This system finds the similarity between 

the users in terms of their future objectives, the type of research they want to do, their hobbies, subjects of 

interests and their programming skills. We have used Cosine similarity and Tanimoto coefficient to find the 

similarity between the users. Our aim is to find the most suitable approach for our system. As for the dataset, 

we have collected our own data by conducting a small survey of Post-graduate students who have already 

worked in some research area. We anticipate that our proposed system will prove to be beneficial.  

This paper is organized as follows. Section II evaluates the various works relative to the proposed system. 

Section III reports the framework of the proposed system. In section IV, various aspects of the system are 

discussed and the processes in each phase are elaborated. Finally, the paper is concluded in Section V. 
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2. Related Work 

Recommender system has taken over e-commerce, being one of the most popular and impressive tool
1
. The 

idea that motivated the development of recommender system is to help the users with the selection process of 

any item, the options in front of them being available in abundance
1
. There are various Recommendation 

approaches, the most popular being: Collaborative Filtering, Content-based systems, Hybrid systems, 

Knowledge-based systems, Demography-based systems and Community-based recommender systems
1
.  

Collaborative filtering ,also known as „people-to-people co-relation‟
2
, is based on a simple idea that users 

having similar interests in the past, will most probably have alike interests in the future also
2
.  Collaborative 

filtering is further classified into user-user and item-item collaborative filtering and can be calculated using: 

Cosine similarity, Pearson coefficient, Euclidean distance, Tanimoto coefficient and Spearman co-relation
3
. 

Content-based systems are based on the concept “Show me more of what I have liked”
4
. The purpose is to 

recommend only those products to users, which are identical to the ones that the user has already shown his 

interest in, in the past
1
.  

Knowledge-based systems follow “Tell me what fits my needs”
4
.  These systems exploit domain knowledge 

of a specific product to create recommendations for the user
1
. The system fetches the user requirements, 

matches it with its knowledge base and makes the relevant recommendations to the user, keeping the 

preferences in consideration. Hybrid system gives the best of both worlds. As the name says, these systems 

combine the features of two or more recommendation approaches. The main objective is to combine the 

features of two systems (recommendation approaches) in such a way that the drawbacks of one approach are 

overcome by the other
4
. 

The first recommender system developed was Tapestry
5
. The drive that led to its development was the 

increasing number of incoming emails, generally pointless ones that were too difficult to maintain. And to 

overcome this problem, the concept of Collaborative filtering was introduced.  Nazpar Yazdanfar et al.
6
 

introduced a Link Recommender system that recommends URLs to twitter users using nearest neighbour 

approach. They considered hash tags as the topic representatives of the URLs. The authors used Euclidean 

distance, Jaccard coefficient, Dice coefficient and Cosine similarity measures to find the item-hash tag 

similarity and item-user similarity. Sobia Zahra et al.
7 

 proposed a k-means clustering based recommendation 

algorithm to address the scalability issues of recommender systems. The authors implemented a series of novel 

approaches of centroid selection for k-means clustering along with the traditional approaches, to compare their 

performance. And for evaluation purpose, mean absolute error and coverage were taken into consideration. 

Aansi A. Kothari et al.
8 
 in their work proposed that a Support vector machine learning technique, based on 

both contextual and non-contextual user preferences, for increasing the accuracy of recommender systems. The 

objective was to establish a relationship between a user‟s personal preferences and his profile information. Data 

from TripAdvisor were taken to conduct the experiments. Results revealed that SVM, when used with 

collaborative filtering, gave better accuracy and precision. D. De Nart et al.
9 
in their work proposed a content-

based recommender system for scientific libraries. The system used the concept of key phrase extraction to 

extract the metadata or keywords from the documents. Data from CiteSeer were used by the proposed system, 

the system being based on network rather than vector. Results revealed that the system was free from cold-start 

problem and did not require user ratings for generating recommendations. 

Pallab Dutta et al.
10

 proposed a novel approach to spot leaders in a social network site taking trust factor into 

consideration. The purpose of the proposed system was to study the effects of leaders in a social network and 

how does they affect the trust of the users. Abhilash Reddy
 
et al.

11 
developed a personalized travel package 

recommendation system that made the recommendations to the user, based on his social network profile. The 

system considered the location of the user for making relevant recommendations. Gurpreet Singh et. al.
12 

proposed a novel hybrid music recommender system . The system used k-means clustering to find the 

similarity between the users and similarity between the songs was calculated using PLSA technique. 

Tanimoto Coefficient is the measure of the ratio of the intersection of two sets to the union of the sets
13

. In 
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terms of recommender systems, it can be defined as the ratio of the number of items liked by both the user a 

and b, to the total number of items liked by them individually. This approach is said to be the most useful in 

making the recommendations in case of extremely sparse or scattered datasets. Mojtaba et al.
14 

 in their work 

presented a recommender system for recommending learning material to the users. Their work was based on 

genetic algorithm along with a multi-dimensional information model. The authors used collaborative filtering 

and content based filtering, first individually and later a hybrid of these two approaches. Kwanghee et al.
15 

 in 

their work proposed a personalized research paper recommender system that recommends research paper to the 

user based on his profile. The authors used the concept of keyword extraction to find the similarity between the 

topics that the user is willing to work in and the research papers available on the internet. Cosine similarity was 

used to find the similarity between the desired user topic and the ones available on the web. Results showed 

that this system proved to be quite efficient in making the search for research papers easier. 

Pu Wang
16

 presented a personalized collaborative filtering approach that was based on the clustering of 

customers, with the aim to overcome the scalability issue. K-means clustering, Cosine and similarity and 

nearest neighbour approach were used.  The results revealed that along with scalability issue, problems like 

data sparsity and cold-start problem were also resolved. Diksha Nagpal et al.
17 

introduced a novel faculty 

recommender system that recommends faculty members to the students, as per their relevant area of expertise 

and the ratings given to them by the students. This system used both user-user and item-item collaborative 

filtering approach. Results of the study revealed that item-item collaborative filtering gave better results than 

user-user collaborative filtering. 

Based on the previous work done, we concluded that some more work can still be done in the field of 

education by developing a Research Work Area Recommender System. We have article recommender system, 

faculty recommender system, recommender system for digital libraries and even research paper recommender 

systems. But selecting what research area to work on is in itself a very tedious task as it requires going through 

a lot of research works to decide which one interests you the most. With our system, we can not only save time 

and effort, but we can also make this selection process a lot easier and simpler. The user simply has to answer a 

short questionnaire and in no time, he or she would be provided with the most suitable recommendations. So 

we propose RWARS (Research Work Area Recommender System) that would recommend research work areas 

to the users based on their interests, hobbies, programming skills, subjects of interests and future objectives. 

3. Research Work Area Recommendation 

As shown in Fig.2, RWARS is divided into three phases: Data gathering, Fetching new user data and Making 

recommendations. 

3.1 Data gathering 

For the database of the proposed system, we have first prepared a small survey and then asked the Post-

graduate students to fill the survey. The data gathered from the survey is entered into the system manually and 

is used as the dataset. We have collected the data of 670 post graduate students pursuing their master‟s degree 

in computer science. 

3.2 Fetching new user data 

We have designed a simple User-interface, where a new user has to fill the form as shown in Fig.3. Once the 

user fills the form and clicks on the submit button, his information is stored in a temporary database. All the 

algorithms work at the back-end and once this is done; the results are displayed on the user-interface only.  

For convenience, we have stored the database in the form of 0s and 1s, .i.e. for the positive responses of the 

user; we have saved the data as 1 and as 0 in case of negative responses.  
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Fig.2. Process of the System 

 

Fig.3. User-Interface
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Fig.4. Recommendation Approaches 

 

3.3 Making Recommendations 

Collaborative filtering (CF) is used for developing the proposed system. CF further uses two approaches for 

generating the recommendations: Cosine similarity and Tanimoto coefficient. For RWARS, both these 

approaches are implemented to see which one provides the better results. 

 

a. Finding similarity using Cosine similarity- Cosine similarity between two vectors is a measure of the 

cosine of the angle between them
18

. It is a vector based approach based on linear algebra. Users are 

considered as vectors and similarity between them is measured by the cosine distance or dot product of 

the angles between the rating vectors
2
. It is given by: 

sim (a, b) =                                                                                                                                           (1) 

In Equation 1, 

 

ra is the rating given by user a 

rb is the rating given by user 

∥ra∥2 ∥rb∥2 is the dot product of vector product of the ratings given by user a and b 
 

Equation 1 can also be stated as, 

sim (a, b) = Ʃra rb † √ Ʃ(ra)² √ Ʃ(rb )²                                                                                                               (1.1)
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Fig.5. Results obtained using Cosine Similarity 

b. Finding similarity using Tanimoto coefficient- It is also known as Jaccard similarity coefficient. It is a 

measure of similarity between finite numbers of sets and is the ration of the intersection of the given sets 

to the union of the sets
19. 

It is given by: 

SAB =  =                                                                                                                                                 (2) 

In Equation 2, 

 

SAB is the similarity between a and b 

a gives the bits set to 1 in A 

b gives the bits sets to 1 in B 

c gives the no. of 1 bits common to both A & B 

a +b gives the total no. of bits set to 1 in A & B 
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Fig.6. Results Obtained using Tanimoto Coefficient 

c. Calculate Predicted rating- To generate the recommendations the values of the prediction is used. For 

finding the predicted score, the areas with similarity > .50 are considered. 

                                                                                                                                       (3) 

In Equation 3, 

 

Ʃ sim a, b is the similarity calculated using cosine similarity and tanimoto coefficient  

rb is the rating given by user b to the research area 

 

In this work, the new user is considered as user a and rest all the users of the dataset are considered as user b. 

Then the cosine similarity algorithm and tanimoto coefficient is applied to calculate the similarity score of the 

users (a and b). Further, the predictions are generated for a user a by using the ratings of the most similar users 

or the nearest neighbours. Only the research areas with similarity greater than 0.50 are considered further to 

find the predicted score or rating for the new user. 

Finally, the research areas with predicted rating higher than 3 are recommended to the user. For each user, 

results obtained using each approach are compared to analyze which approach gives the most optimal results 

and is suitable RWARS. For evaluation of the recommendation approaches, we have considered the MAE, 

RMSE and Coverage. 
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Fig.7. Flowchart of the Proposed Methodology 

4. Results Discussion 

The proposed system generated a number of recommendations with both collaborative filtering approaches 

(cosine similarity and tanimoto coefficient). 50 users were asked to use the system and for them some 

recommendations were generated. For convenience, a threshold value of user similarity > 0.50 is considered .i.e. 

only the recommendations with user similarity greater than 0.50 are considered valid recommendations while 

the recommendations with similarity < 0.50 are not considered by the system. Then, the prediction values for 

those users are calculated and the prediction value is used to generate user recommendations. For each user, 

three recommendations are generated with prediction rating >3.  

Finally, the performance of all the approaches: Cosine similarity and Tanimoto coefficient are evaluated on 

the basis of: Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Coverage. Table 1 and 2 

represent the manually calculated recommendation results which were generated after applying both 

approaches.
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Table 1. Manually Gathered Data 

Total users (Master’s students of CSE Department) 642 

Total number of Research Areas 35 

Table 2. Manually Calculated Recommendations using All the Algorithms 

Recommendation using Cosine similarity Recommendation using Tanimoto coefficient 

Total recommendations generated 150 Total recommendations generated 150 

Recommended Research areas 30 Recommended Research areas 27 

4.1. Evaluation Metrics: 

The recommendations generated using each approach is evaluated on the basis of: Mean absolute error 

(MAE), Root mean square error (RMSE) and Coverage. This evaluation is done using an offline experiment. 

Also, for the recommendations to be considered as valid, we have set a threshold value of 50% i.e. all the 

recommendations having similarity value greater than the threshold value are considered as valid 

recommendations and are further used for finding the prediction score for the user. Finally, the research areas 

with prediction score higher than 3 are recommended to the user. The comparison of results obtained using 

each approach is given in table 3. 

Table 3. Results 

Evaluation Metrics Recommendation Approach 

 Cosine similarity Tanimoto coefficient 

MAE 0.09 0.19 

RMSE 0.11 0.24 

Coverage 85% 77% 

 

 

Fig.8. Graphical Representation of MAE and RMSE
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Fig.9. Graphical Representation of Coverage 

Based on Figure 8, it is clear that the results obtained from Cosine similarity have a lower MAE and RMSE 

value as compared to Tanimoto coefficient.  Therefore, it is concluded that Cosine similarity has a higher 

accuracy (lower the value of MAE and RMSE, higher the accuracy) as compared to Tanimoto coefficient. 

From Figure 9, it can be concluded that Cosine similarity has a higher coverage value as compared to Tanimoto 

coefficient. Higher coverage implies that the number of different research areas that were recommended was 

higher in case of Cosine similarity. 

Therefore, based on the results it is concluded that Cosine similarity performed the best as compared to 

Tanimoto coefficient with more accurate results and a higher coverage. 

5. Conclusion 

In this paper, we introduced a novel recommender system RWARS that recommends a research work area to 

the user based on the similarity of user characteristics between the new user and the ones who have already 

worked in some research area. A user has to answer a simple questionnaire asking him about his skills, subjects 

of interests, future objectives etc. and based upon these answers he is provided with the recommendations. 

The main objective of this work is to extend the utility of Recommender systems in the field of education. 

Collaborative filtering approaches have been deployed for building RWARS: cosine similarity and tanimoto 

coefficient. To compare the results obtained using both approaches, the values of Mean absolute error (MAE), 

Root mean square error (RMSE) and coverage are calculated. All this has been done manually. From the results, 

it is concluded that Cosine similarity performed the best for the proposed work with higher accuracy and more 

coverage as compared to Tanimoto coefficient.  

The proposed system is a novel idea and it can be extended further for better results and better reliability. So 

far only Collaborative filtering techniques have been deployed for the system, but in future other 

recommendation approaches too can be applied and then the results obtained from each approach can be 

compared. Since this system is offline at present, it can also be converted into an online version where the data 

can be gathered online and the results can also be evaluated online only. Also, just the name of the research 

area might not be sufficient for the user to reach to a certain decision, so in future; the aim is to provide the 

links of the most recent literature review of the research areas too along with the names thereby making it 

convenient for the user to take the decision more effectively. 
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