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Abstract 

Educational Data Mining and Visual analytics are two emerging trends in the industry that plays a major role in 

bringing out changes in the educational institutions. This paper discusses about building an educational 

framework that suits the higher education in India using the above mentioned technologies. Educational data 

mining comprises of various technologies and tasks which can applied on educational data to bring out useful 

information. In this research work, a data ware house is built to store the student data, two data mining tasks 

classification and association rule mining are applied over the student data set to analyse their performance in 

the examination. Decision tree algorithm is used to predict the course and program outcome. Association 

mining is used to analyze the outcome and understand technical capability of the students. The algorithms were 

found very accurate in predicting and analyzing the performance. Visual analytics is used in the framework to 

depict the analysis of the student‟s performance. 

 

Index Terms: Education data mining, Classification, Association mining, Visual analytics. 
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1. Introduction 

In recent years, universities are operating very complex and highly competitive environment, the main 

challenge of modern universities being to analyze the student performance and identify their uniqueness to 

build a strategy for further development. Indian education system is built using 10+2+3/10+2+4 depending on 

the graduation the student selects to study. Students who wish to study higher education enroll themselves in 

colleges / institutions affiliated to a recognized university by the University Grants Commission. Today one of 

the biggest challenges, the educational institutions face, is the explosive growth of educational data and to use 

this data to improve the quality of managerial decisions to deliver quality education. This system hopes to 

improve the quality of education by analyzing the data and discover the factors that affect the academic result 

so as to increase success chances of students. Student data sets play a vital role in predicting the performance of 

the student in near future and the analysis of the data helps the institution to understand the skills of the student.  

This paper deals building a data warehouse to store the data, apply data mining and visual analytics to the 
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data set to forecast the student performance and bring out useful information from that to help the institutions to 

take meaningful decision. The major challenge of the work lies in identifying the parameters for building the 

framework. A data warehouse is built to store the student data retrieved from various sources. Data mining 

techniques like Decision tree is used to predict the student performance and association rule mining is used to 

analyze the student performance. Learning analytics is applied over the output of the performance and new 

knowledge has been extracted from the same. The paper is organized as: section I gives a brief introduction 

about the work, section II explains the background work, section III describing the methodology adopted and 

section IV gives an overview of the results and discussions.  

2. Background Work 

Educational research can be carried out using statistics, psychology, psychometrics and cognitive psychology 

[1]. Statistics deals with the collection, interpretation and presentation of the historic data.  Statistics deals with 

all aspects of data, including the planning of data collection in terms of the design of surveys and experiments 

[2]. Psychometrics is the quantitative branch of education which when combined with EDM brings out new 

knowledge on the student data.  The concept of Psychometrics has been used since nineteenth century by Sir 

Francis Galton, who focussed on measuring latent quantities of knowledge and ability in the human mind 

(Pearson, 1914). Cognitive Psychology involves the study of attention, perception, memory, language, and 

learning. 

The author in [3] has explained the various tools and techniques available in EDM which can be used to 

analyze the student datasets to meet the educational objectives and help the various stakeholders to make 

effective decisions.  Igor and et al [4] explains the architecture for building a data warehouse to store student 

data and how effectively ETL tools can be used to extract the data for better understanding. In [5], the author 

has explored the various socio-demo graphic variables as a data source and implemented classification 

techniques to predict the performance of the students at an early stage. He concluded that the data mining 

techniques were efficient to predict the performance of the students. He also suggested that including the 

academic performance of the students would yield better accuracy along with the attributes he has used. In data 

mining classification models are build models for the prediction of the class of an object on the basis of its 

attributes [6]. Classification techniques were used to predict student performance by using features extracted 

from log data and marks obtained in the final exam and the prediction was found more accurate than other 

techniques [7]. It helps the tutors to identify students at risk and help the students to prepare well for the final 

exam. A decision tree is a set of conditions organized in a hierarchical structure [6]. The different classification 

techniques have been explored by Cristobal Romero and et al [8] to predict the student‟s performance in the 

exam and concluded that the decision tree can be directly transformed into a set of IF-THEN rules that are one 

of the most popular forms of knowledge representation, due to their simplicity and comprehensibility. The 

different classification techniques that can be used to predict the student performance and concluded that 

classification techniques are powerful in predicting the same has been discussed by the authors in [9]. When 

student mistakes are recorded, association rules algorithms can be used to find mistakes often associated 

together [10]. The potential use of education data mining using association rule mining algorithm in enhancing 

the quality and predicting students‟ performances in university result [6]. The analysis revealed that student‟s 

university performance is dependent on Unit test, Assignment, Attendance and graduation percentage. The 

student‟s performance level can be improved in university result by identifying students who are poor unit Test, 

Attendance, Assignment and graduation and giving them additional guidance to improve the university result.  

3. Methodology and Implementation 

The project work has been carried out in various phases viz building a data ware house by collecting and 

preprocessing the data, implementing decision tree algorithm to predict the course outcome, apply association 

rule mining algorithm to interpret the performance and visualizing the outcomes using visual analytics for 
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better understanding. The following figure 3.1 gives the integrated framework built for the higher education 

framework. 

Phase 1: Building a Data Warehouse 

A Student data set comprising various personal and academic details of the students of a particular course is 

collected for the purpose of research. These data are available in an unstructured format along with noise and 

disturbance. Therefore it is transformed into the desired format for further work. An ETL tool Apatar is used to 

extract, transfer and load the data. The attributes necessary for predicting the course outcome and analysing the 

same are identified during this phase. They are structured, formatted and grouped together as per the needs. The 

transformed data is loaded into the system for further analysis.  

Phase 2: Data Pre-processing  

Data pre-processing prepares raw data for further processing. Data pre-processing contains two processes 

such as data cleaning and data transforming. The data pre-processing removes the irrelevant data and identify 

the required data to predict the course outcome. It involves data cleaning, data transformation and data 

reduction. The data cleaning is necessary because data in real world is dirty, incomplete therefore it is 

necessary to remove the null values and noise and also replace the missing values with zeros. The data 

transformation is the convert the dataset from one format to other format [.xls -> .csv->. arff]. The system is 

desgined to pre-process the data set dynamically whenever a data is entered so as to ensure integrity. The figure 

2.2 shows the pre-processed data set which is ready for implementation.  

 

 

Fig.3.1. Pre Processed Data Set 

Phase 3: Prediction of Course Outcome 

The outcome of a particular course should be able to define what the student would achieve at the 

completion of the course. The outcome of any program appears in the form of course description or content. 

The description establishes the parameters of the program or course and defines the broad scope of knowledge, 

skills, and/or values that a student will experience. To predict the course outcome of a particular course, the 
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academic details of the students including the Usn No, name, the attendance percentage of students, internal 

marks of the students in eight subjects, the expected result (Pass/Fail) are used. Choosing the right algorithm to 

predict the course outcome is one of the challenges in this research work. In [11], the author described the 

results of a study conducted in 2000 which aimed at finding weak students and involving them in additional 

courses for advanced support by extracting association rules from data.  M.Ramaswami [12] and et al have 

developed a predictive model for identifying slow learners among school students considering the CHAID 

classification algorithm and found the accuracy of the prediction to be 44.69%. The author in [13] have used 

Bayesian classifier to predict the student performance and used the same to predict the graduate employability 

statistics for Malaysian government. The author in [14] has identified ethnicity, course level, secondary school, 

age, course programme and course block as important factors to identify successful students in a course.  In this 

work, decision trees are used to predict the course outcome of the students. The attributes are fed to the C4.5 

decision tree algorithm and the output is depicted as a tree along with a confusion matrix explaining the true 

and false positive, negative values of the target and the time taken to implement the algorithm. The following 

figure 3.1 shows the pictorial representation of the course outcome.  

 

 

Fig.3.2. Decision tree of Prediction of Course Outcome 

For the given data set, for a sample of 240 records, 206 records were predicted correctly as true positive 

value, 14 records were predicted as false negative, 10 records were predicted incorrectly as true negative and 10 

records were predicted incorrectly as false positive. The following results were observed from the tree. 

 

 The number of students whose attendance was eligible, and who were predicted as Pass in five or more 

subjects were predicted as Pass for the course otherwise they were predicted Fail.  

 The students whose attendance was Not eligible were predicted as Fail only  

 The number of students whose attendance was eligible, but predicted fail in three or more subjects were 

predicted Fail 

Phase 4: Analysing the Performance 

After predicting the course outcome of the students, the results are stored in the warehouse for future use. A 

huge dataset consisting of marks of students of a particular course for V semesters are collected and pre-

processed to analyse the performance of the course at the end of the course. Data Marts are created by grouping 

the subjects across the five semesters based on the Programming Skills, Management, Computer Core and 
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Computer Applications. Then the data stored in the data marts are fed to the apriori algorithm to analyze the 

performance of students in that area. The algorithm generates the frequent item sets for all the data and helps to 

understand the performance of the students as excellent, good and poor. It also helps to understand the 

behaviour of the students since the rules helps the miner to understand the behaviour of the students towards 

the subjects.It is understood from the mart that all the subjects related to programming skills are grouped 

together and the the values in yellow color indicates that the missing values are replaced by zero‟s 

 

 

Fig.3.3. Data mart for Programming Skills 

The following figure 3.4 shows frequent items and best rule generated from computer core subjects. The 

total number Input configurations are 1210 items and 1210 transactions and Found 47 frequents. From this we 

infer that student have scored more marks in computer core subjects. 

 

 

Fig.3.4. Frequent Item set of Computer Core 
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The outputs are then fed to the visual analytics tool and the studied. It is clear from the VA that the students 

who scored more marks in Computer core Subject compared to other subjects , from this we can infer the 

student are excellent in computer core subject, good in computer applications and average in programming 

skills and management. 

4. Result and Discussion 

An integrated framework to predict the student‟s performance of a higher education programme has been 

built in this project using data warehousing, educational data mining and visual analytics. For the given data set, 

C4.5 prediction algorithm has been implemented to predict the course outcome of a particular higher education 

programme and the algorithm was found to perform accurate and efficient. The total time taken to build the 

module is 0.08 seconds. The tutors were informed about the outcome and advised to improvise the performance 

of the students by coaching them more. The course outcome a higher education programme has been analysed 

using apriori algorithm to find out the behaviour of the students towards four different domains of the course by 

understanding the frequent item sets formed. The visual analytics of the performance of the students helped us 

to understand the ability of the student in each area of his programme. The system can be further used to take 

more decisions and bring betterment in education.  
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