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Abstract 

This paper elaborates the AMBA bus interface bridge between memory controller and other supporting 
peripheral. The work claims the integration with FIFO, RAM and ROM with slave interface and the master of 
AHB bus. The AHB master initiates the operation and generates the necessary control signal. Memory 
controller is implemented with finite state machine considering with all the peripheral works in synchronous 
mode. Despite these shortcomings of the work performed study and development that followed has led the 
development of a memory controller on AMBA-AHB bus at a very advanced stage and next to prototyping. 
VHDL code is utilized to develop the design and it is synthesized in Xilinx Virtex 6 device (XC6VCX75T). 
The design claims a minor area overhead with improvement in speed 185.134 MHz. 
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1. Introduction 

Technological developments in the world industrialization have allowed the integration of more and more 
functions on the same digital integrated circuit. Today, several microprocessors, hardware accelerators, 
communications systems diverse and with even operating systems. this allows therefore perform all the 
functions necessary to perform complex computer processing on the same chip, hence the birth of the concept 
of systems on chip (System on Chip), successors of specialized circuits ASIC (Application Specific Integrated 
Circuit) [1]. 
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The choice of the communication system, in a system On-chip, remains a major problem. This choice 
depends on components constituting the system and especially the processor used. SoCs design software 
platforms, proposed by the manufacturers of the FPGA circuits, proposes a well-defined type of 
communication system [2]. These systems are generally standard buses modeled in one language description 
of hardware like the VHDL. Recently, with the aim of improving quality and speed communication systems 
in new systems, networks On-chip (NoC: Network-On-Chip) have been introduced [3]. The principle of NoCs 
is to ensure parallel between the components of a system on chip. 

The increase in computational capacity measured in recent years in all device electronic is bound to double 
flush with the miniaturization of components, and then with the integration of multiple structures on the same 
chip. Incorporating, for example, on the same die (the chip of semiconductor material that all enclosed inside 
of the package is the real CPU chip) the communication devices with the external (coprocessors, Ethernet 
controller, controller USB, memory controller) allows at the same time to reduce in size and consumption but 
also to increase the overall performance of the overall system increasing the speed with which data can be 
transferred between the different structures integrated [4]. 

Despite this fusion of heterogeneous modules, the resulting system, called SoC (System on Chip) continues 
to meet the classical architecture for a processor formalized by the mathematician John Von Neumann and 
distinguished by a unit processing (in turn integral to an internal control unit), a bus system, the system 
memory and the units of Input / Output most suitable according to the destination d 'use of the SoC [5]. In 
order to achieve this kind of SoC, current technology offers developers the possibility to choose between then 
utilization of FPGA (Field Programmable Gate Array) or circuits integrated ASIC (Application Specific 
Integrated Circuit), with these seconds that you make prefer the first to achieve better performance and better 
utilization resource, first area, while the FPGA appeal more successful thanks to the flexibility offered by the 
same programming via software that them It makes it highly competitive in terms of costs, in the case of small 
productions scale or in the prototyping stages, compared with slightly lower performance [6]. 

Whatever the technology used for the realization of the desired SoC, a point common between the FPGA 
and ASIC is represented by the languages used in the process of design and interpretable by the software tools 
dedicated [7, 8], for a description of the behaviour and characteristics of the product that you want to achieve. 
Among the various languages, said HDL (Hardware Description Language) for their scope application, if they 
have chosen the one called VHDL (VHSIC Hardware Description Language). This turns out to have some 
traits in common with the classical languages programming, such as if-then-else constructs and arithmetic 
operations logical, but unlike the latter it allows to describe some competitive features (Performed 
simultaneously) in a much more natural compared to other languages that as they can lean on the thread 
management. This difference is due to the VHDL language and permitted because with this you go to describe 
directly the hardware dedicated to the performance of a particular operation, while the more traditional 
programming languages (C, C ++, Java) the High-level programmer describes the operations to be 
subsequently adapted to be able to be carried out by a microprocessor or some  generic system that, not 
necessarily being optimized for these tasks, could not have the necessary hardware resources required to fully 
parallelize the operations [9, 10]. The realization of an integrated circuit process involves a series of steps that 
lead by a higher abstraction level towards a lower level of abstraction. The set of these steps is the design flow 
VLSI (Very Large Scale Integration) composed of the following main phases: Functional Description: Allows 
us to draw up the functional specifications and any limits required (area - performance - consumption); 
algorithmic Description: Specifies the ordered sequence of operations leading all obtaining the desired 
function; Description RTL (Register Transfer Level) At this level they introduce resources necessary physical 
(logical arithmetic operations, registers, mux-demux, etc.) and the bond time between these structures 
represented by the clock; logic description: the circuit is represented using the logic gates combinatorial and 
sequential. 
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2. Related Work 

The AMBA standard designed, and over the years as updated by ARM, a leading manufacturer of 
processors and microcontrollers for embedded systems that find many uses in electronic devices of national 
consumption (media players, mobile phones, etc.), and especially in many of the type of microprocessor 
systems SoC (System on a Chip) [11, 12]. 

To have behind him a company as ARM and globally recognized leader in the hold and provide IP 
(Intellectual Property) standards AMBA led him to become a de facto standard for the industry. 

In addition to these libraries provided by the same ARM or by the community of independent developers, a 
further boost to AMBA standard has come from absence of royalties, which in the case of others could affect 
the development costs and standard interfaces [13]. 

Recalling that AMBA defines the specifications for the interconnection of different devices go quickly to 
evaluate how some parameters can directly affect the performance of the entire system. 

Width of the data and address bus of the bus are among the first discriminating factors for the selection or 
for the definition of an interconnection apparatus, but are certainly not the only parameters that define the 
performance, the efficiency or the overall complexity. 

 
A. Types and Variants 

The updates to the protocols set over the years, together under the same AMBA family, have led in some 
cases to renovations of the same structure, in others to inclusion of new protocols defining specific structures 
that go to cover particular uses. 

Let's see what are the structures defined in the various revisions of still supported AMBA standard: 
AMBA-2 introduced for the first time protocols for AHB interfaces (AMBA High Performance Bus) and 

APB (AMBA Peripheral Bus). 
AMBA-3 has provided an update of AHB structures and APB previously defined by introducing in 

particular of controls related to the behaviour of the Master devices when these are on the bus there are 
present a plurality, and has introduced a ATB interface (AMBA Trace Bus) with functionality debug and a 
AXI interface (Advanced eXtensible Interface) for high-efficiency systems that require special precautions 
including variable frequencies to keep under control the energy consumption,  full duplex information 
transfers and much more [14]. 

AMBA-4 added three additional types of interfaces AXI4, AXI4-Lite and AXI4-Stream respectively update, 
simplify and extend the AXI standard defined in AMBA3 specifications. 

Among all these interfaces the work done has concentrated on the AHB protocol that allows to obtain 
satisfactory results without thereby exacerbate the complexity of the bus itself. 

3. Problem Definition 

The purpose of the memory controller is to perform as a link between the system bus, and then the 
microprocessor, and the memory modules, so as to relieve the CPU of the control of all those operations 
defined by the standards of the memories and that are repeated frequently. Such operations if they were 
directly managed by the CPU, would entail for the same an excessive occupation of time and consequent 
reduction of the calculation capacity [15]. 

Among these operations in particular are highlighted those initialization of memory, all of the controls 
latencies related to reading and writing and refresh operations necessary to prevent the deprivation of the data 
contained in the dynamic type memory.
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4. objective 

• As increasing numbers of companies adopting the AMBA system, it has rapidly emerged as the de-facto 
standard for SoC interconnection and IP library development. AMBA enhances a reusable design 
methodology by defining a common backbone for SoC modules. 

• In this work, the design and implementation of an AMBA based Memory controller is proposed.The 
AMBA based Memory controller gives an ease of integration for sub-frame extraction of various data 
structures in SOC.AMBA based interaction deals with role specific operation. It is majorly categorized in two 
dedicated feature i.e. decision (AHB MASTER) and response (AHB SLAVE). 

• Moreover AHB master enables transfer types i.e. burst mode and AHB Master-to-AHB Slave supports 
incrementing and wrapping addressing modes and completes data transfer which the data width of read and 
write is different by asymmetric asynchronous FIFO. 

• A bridge between AHB with application of memory controller will be shown and there digital efficiency 
in terms of area and speed will be discussed. Control structure will be designed with finite state machine. The 
IP of AHB Master and AHB Slave will been implemented and its interface with memory controller will be 
designed and tested. 

5. Proposed Method 

 

Fig 1: Top architecture of AHB memory controller 

AHB compliant’s master’s top architecture is depicted in Figure 1. Here in the proposed method FIFO is 
used for data and control buffering. This is done with the goals of assigning different clock cycles (CLK) to 
slave and memory which in turn gives a foolproof communication and also decrease the complexity. 
Depending upon the READ and WRITE operations data is further communicated through RAM or ROM. 

 
A. AHB Bus Master 

An AHB bus master shown in Figure 2 has the most complex bus interface in an AMBA system. It initiates 
the read and write operation and send necessary control signals to salve form transfer of communication. 
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Fig 2: Top architecture of AHB master 

B. AHB Bus Slave 
An AHB bus slave responds to transfers initiated by bus masters within the system.The state diagram for 

slave interface is shown in Figure 3. 
C. Memory Controller 

The two main tasks for the core memory controller are to handle all the timings between different 
commands and to keep track of which rows that are currently activated. The activation of rows are time 
consuming and therefore the core memory controller has a look ahead functionality where the arbitrator can 
notify which command that is in turn to be executed after the current one has finished. This makes it possible 
to activate the row in advance if the next command is not accessing the same bank or chip as the current 
command. The Figure 4 shows the state diagram of memory controller. 
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Fig.3. AHB Bus Slave
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Fig 4: Memory controller 

D. FIFO 
FIFO is a method of processing and retrieving data. In a FIFO system, the first items entered are the first 

ones to be removed. In other words, the items are removed in the same order they are entered. 

 
 

Fig 5: FIFO 
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Above figure shows the connection of sink and source. Synchronous FIFO low latency, for interfacing 
components of operating speeds very different. Their architecture is very modular, the design of the interfaces 
of each Side of the FIFO being perfectly decoupled. They can provide: 

 Mixed FIFOs asynchronous to synchronous and reciprocally synchronous to asynchronous 
component for interfacing a synchronous component and an asynchronous component; 

 Double-clock FIFOs to interface two synchronous components; 

 Fully asynchronous FIFOs for interfacing two asynchronous components; 

 These fully asynchronous FIFOs can be used as repeaters for lines long interconnection. 
The full and empty signals indicate the full and empty states of the FIFO, 
In advance of the actual state of the FIFO, in order to prevent the synchronous device of the 

synchronization latency (look ahead technique). The valid get signal is a signal of additional control that tells 
the device that the FIFO is already empty: 

 
 Empty = 0 and valid get = 1: the FIFO still contains data 

 Empty = 1 and valid get = 1: the FIFO delivers the last data 

 Empty = 1 and valid get = 0: the FIFO is empty 
 

The asynchronous interface does not need these additional control signals. For example, if the FIFO is full, 
the put_ack acknowledgment signal is simply maintained invalid until release of a place in the FIFO the 
mixed asynchronous to synchronous FIFO (FIFO AS) is associated with two DFF synchronizers to robustly 
sample the valid_get and empty signals. The FIFO synchronous to asynchronous (FIFO SA) is associated with 
a DFF synchronizer for Sample the full signal. 
E. RAM 

The read / write memories (RAM). RAM or RAM are also integrated circuits. Since the contents of each 
cell can be read or written, it must be able to vary. Unlike the case of ROMs, the output corresponding to a 
series of input address bits is not fixed as soon as it is built, but it can on the contrary change according to the 
program used and the data which feed it. A reading or a writing is carried out. In the case of a reading, the bits 
which constitute the address are received by an address decoder which locates the desired cell. Depending on 
whether this cell contains a 0 or a 1, the data is routed to the output on the read / write line of a 0 or the read / 
write line of a 1. For a write operation, the address is also decoded by the address decoder which locates the 
search cell, and Wants to write a 0 or a 1, the read / write line of a 0 or the read / write line of a 1 is used to 
route the data to the desired cell. 
F. ROM 

A ROM is firstly an integrated circuit. This means that it is a set of circuits interconnected for the purpose 
of performing a function. In this case, the function is to store a certain number of Information and return it as 
needed. The ROM enclosure therefore comprises the various units (Bits) and the circuits needed to deliver the 
required information part when and requests the address of the requested information cell. 

6. Simulation Results 

A. Simulation Waveforms 
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Fig 6: Simulation waveform of master interface of memory controller 

The above figure shows the simulation results of master. CPU initiates the first address and rest of address 
is generated by master according to HBURST and HSIZE. Master will generate HTRANS signal as a 
response. When hready is low then master will not generate it next address. Once hready is high then master 
starts is next address generation. 

 

 

Fig 7: Simulation waveform of slave interface of memory controller
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The above result shows the handshaking between slave and slave interface where slave is directly 
interacting with master and its response is given by slave, Further the read write operation is forwarded to 
memory controller by slave interface 
B. RTL Schematic 
 

 

Fig 8: Top architecture of AHB master-slave memory controller 

C. Result  

Table 1: Result 

Logic No. of Slices No. of Slice Flip Flops 
(FFs) 

No. of 4-input look-up 
tables (LUTs) 

No. of bonded input 
output blocks (IOBs) 

Used  208 146 233 83 

Available 4800 297 2400 102 

Utilization 4% 49% 9% 81% 

7. Conclusion 

The opportunity of utilizing more innovative technology will enable software tools to synthesize the 
different structures in a much more effective and hence to earn higher margins both on time and area 
constraints because of those related to occupied area and consumption, these aspects do not cover a 
fundamental role in the primary personification yet clearly end to enhance the overall performance of the final 
product. Despite these shortcomings of the work performed study and development that followed has led the 
development of a memory controller on AMBA-AHB bus at a very innovative phase and next to prototyping. 
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The design has been developed using VHDL code and synthesized using Xilinx Virtex 6 device 
(XC6VCX75T). The design claims improvement in both speed and area as shown in table 1. 
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