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Abstract

In contemporary interactive software system design, to maintain equilibrium between usability and security is a challenging task because strictly enforced security policies directly affect the usability of the software. As a solution to this problem, information theoretic measure of information leakage in interactive system design has been proposed in the present work. The present paper first models the software system as a coloured Petri net model and after that using information theory and Petri net algebra; it defines the leakage in the interacting system. Based on the leakage definition, the present paper further quantifies information leakage and tries to establish a relation between information leakage and interactive system design principles. The paper also hints to decide consensus on the equilibrium of security and usability.
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1. Introduction

The interactive system is a computer system where the user is prompted to provide input or information; in this way the interactive systems provides high usability to the user. But for security purpose, user provided input should not apprise him/her the secret information about the system. To achieve secrecy as well as usability, interactive system should at least satisfy following two conditions:

1. System should satisfy non-interference property[1,2]
2. System should follow interactive system design principles

But unfortunately both the conditions have limitations.
Consider the first condition. An interactive system satisfies non-interference if any sequence of low-security
sensitive user provided input will produce the same low-security sensitive output regardless of the high-security sensitive entity in the system. But it is very difficult to satisfy non-interference property for the interactive system because user provided information interacts or deal with the high-security sensitive entity of the system in one or the other way. Traditionally, non-interference has been studied as functional formulation. Therefore, the carefully built interactive systems also, do leak information. Consider the classical example of interactive login process which shows unavoidable leakage:

**Example:** The classical example of the interactive login process.

**Scenario from attacker’s perspective:**

1. An attacker will interact with the system to gain access to the system.
2. The system will provide a dialog box to enter a password.
3. The attacker will guess the password as an input for login to gain access to the system.
4. Even if his guessed password is wrong, he will get this small information that his entered password is wrong.
5. Suppose initially attacker has k guesses for the password, after entering the wrong password, his guesses will be narrowed down to k-1.

The design principles mentioned in the second condition maintains the equilibrium between usability and security. But there is no consensus on how much strictly or leniently the principles need to be followed. In the present paper, two principles, principle of data display and constraint on user interaction have been considered.

In [13] and [14] the concept of interactive system design verification and validation has been discussed. For system designers to check that interactive system being designed is actually corresponding to requirement elicited during initial phase can be decided using a formal model of the user task. Most of the times, formal modelling of user action notation is done using Petri net model [14]. The work presented in the paper hints that the secrecy of the interactive system design can also be checked using colour Petri net [6] at this stage, which can add more value to the verification and validation process of the design of the interactive system.

1.1 **Contributions:**

The present work tries to solve the problem mentioned in above two conditions using quantitative analysis of leakage using coloured Petri net (CPN) approach. The compositional reasoning and Petri net based concurrency algebraic principles are the main motivating factors to use CPN based theories for the work presented in the paper. The use of Petri net in verification and validation stage of the interactive system design also motivates us to use CPN so that more gain can be achieved at verification and validation stage. The main contributions of the paper are:

- It models the interactive system as CPN and provides the definition of leakage in an interactive system using information theory.
- It tries to establish a relation between interactive system design principles and information theory. By using this relation, the paper provides a hint for determining the threshold of leakage while applying system design principles.
- The paper also provides leakage probability by establishing a relation between system observables and attacker’s observational power and guessing ability.
- Some of the theoretical concepts [9, 10] available in process algebra are made applicable in practice for interactive system design.
1.2 Organization of paper

The second section of the paper incorporates basic definitions and preliminary concepts for the better understanding of the paper. Section-3 relates interactive system design and information theory using coloured Petri nets and process algebra. Section-4 provides background and related work in the area of information theory and interactive systems. Section-5 of the paper incorporates conclusion and possible future work.

2. Preliminaries

In this section, some of the concepts which are required for better understanding of the paper are briefly described. In the present work, information theory is used to quantify information leakage. In general information theory is a scientific discipline which studies about transmission, processing, quantification, utilization and extraction of information. In information theory, information is measured using Shannon’s entropy. Formal definition of Shannon’s entropy discussed in [20] is as below:

Shannon’s entropy: Shannon defined the entropy $H$ of a discrete random variable $X$ with values $\{x_1, \ldots, x_n\}$ and probability mass function $P(X)$ as:

$$H(X) = E[I(X)] = E \left[-\ln(P(X))\right]$$

(1)

Here $E$ is expected value and $I$ is information content of $X$. Then entropy can be defined as

$$H(X) = \sum_{i=1}^{n} P(x_i)I(x_i)$$

(2)

To relate the information theory and interactive system design principles, in the present paper, colour variation of Petri net is used. Formal definition of Petri net [21] is as below:

Petri net: (i) $N = (S, T; F)$ is called a Petri net iff

(a) $S$ and $T$ are disjoint sets (S-elements and T-elements, respectively),
(b) $F \subseteq (S \times T) \cup (T \times S)$, $F$ is called the flow relation,
(c) $\exists t \in T \exists s \in S tFs \lor sFt$

3. Relating Interactive System and Information Theory

In the present paper, Jensen’s [5] representation of coloured Petri net has been used; so instead of colour, tokens are represented with types e.g. $X$ types of token. The CPN model of an instance of interactive system has been shown in the figure below:

Fig.1. CPN Model of Interactive System
As shown in the figure, the system has an internal variable from variable set \( X = \{ x_n | x \text{ is internal variable, } n \geq 0 \} \) shown by place \( P_1 \). These variables will be represented with multi-set of \( x \) types of tokens. The variables in set \( X \) are high-security sensitive variables. Now onwards when variable \( x \in X \) is considered, automatically its corresponding token \( x \) from multi-set will be considered. Assume that system \( S \) satisfies the non-interference property.

The user interacts with the system and provides variable from variable set \( Y = \{ y_n | y \text{ is user provided variable, } n \geq 0 \} \) as his input shown as place \( P_2 \). These variables will be represented with multi-set of \( y \) types of tokens. The variables in \( Y \) are low-security sensitive variables. The variables \( x \) and \( y \) may interact, transition \( T_1 \) will fire and the system will produce output variable from variable set \( Z = \{ z_n | z \text{ is output variable, } n \geq 0 \} \) which is visible to the user. These variables will be represented with multi-set of \( z \) types of tokens. The variables in \( Z \) are low-security sensitive variables. Due to multi-set of tokens, places \( P_1, P_2 \) and \( P_3 \) allow repetition of tokens which represent variables chosen from sets \( X, Y \) and \( Z \) respectively. For example, at place \( P_2 \) user can enter token which represents variable \( y_1 \in Y \) multiple times in multiple instances. The variable sets are mapped with its random variable vectors respectively: \( X \)-\( P, Y \)-\( Q, \) and \( Z \)-\( R. \) Here vector \( P \) will hold all random variables of each element of set \( X. \) For example, random variable \( p_1 \in P \) will be associated with values that \( x_1 \) can possess. Same applies for mapping \( Y \)-\( Q \) and \( Z \)-\( R. \) So there is one to one mapping between the elements of sets \( X, Y, Z \) and \( P, Q \) and \( R \) respectively.

At this point, the question arises that why the user provided input has been considered as a low-security sensitive entity. Closer observation of non-interference property reveals that actually partition of low and high-security sensitive variable is for formal use of the non-interference property. But in reality, property simply suggests that the outcome of the system should be independent of the input provided by the user and outcome of the system will be visible to all even to the attacker. So it should not reveal any secret. That’s why in this paper users’ input has been considered low-security sensitive which suggests that security level of output is same as input but system’s internal entity is secret. This consideration is completely in sync with the non-interference property.

For the system shown in figure-1, places \( P_1 \) and \( P_2 \) can be considered as a creator of the message, the arcs can be considered as channels, the tokens can be considered as messages and place \( P_3 \) can be considered as a receiver. In this context, the interacting system can be considered as a communication system and can be studied from information theoretical perspectives. The transition \( T_1 \) is a special transition whose firing rule is the presence of one token in either of the place \( P_1 \) or \( P_2 \) or at both the places \( P_1 \) and \( P_2. \) If the vectors of random variables are \( P, Q, \) and \( R \) then the definition of leakage function \( L(x,y), x \in X \) and \( y \in Y \) of system \( S \) can be given as below.

**Leakage function:** In an interactive system \( S \), represented with CPN, if \( y \) type of token interacts with the \( x \) type of token and produce \( z \) type of token then leakage in interactive system \( S \), due to user provided input interacting with internal variable can be described as a leakage function

\[
L(x,y) = I(P; R|Q) = H(P|Q) - H(P|Q,R) \tag{3}
\]

Where \( I \) describe mutual information, \( H \) is entropy [3].

Mutual information concept can be very clear from the Venn diagram shown below for three random variables. In [4] T. M. Cover and J. A. Thomas have described this diagrammatic concept of conditional mutual information.

From figure-2 the leakage definition becomes clear and the result \( I(P; R|Q) = H(P|Q) - H(P|Q,R) \) can also be derived. From the definition of leakage function and conditional mutual information, proposition is derived:

**Proposition-1:** In interactive system \( S \) represented with CPN if only \( x \) type of tokens are present at place \( P_1 \) and token \( y \) at place \( P_2 \) is absent then leakage function of resultant token \( z \) will be \( L(x,y) = H(R). \)

**Proof:**
\[ L(x,y) = I(P; R|Q) \]

From the Venn diagram shown in figure-2 \( I(P; R|Q) \) from R’s perspective can be written as

\[ I(P; R|Q) = H(R|Q) - H(R|P,Q) \]

But since Y is empty, vector Q is also empty. So, the entropy function \( H(R|P,Q) \) will be 0 and \( H(R|Q) = H(R) \).

![Venn diagram of Conditional Mutual Information](image)

**Fig.2. Venn diagram of Conditional Mutual Information**

**Note on proposition-1:**

In the ideal interactive system, when Y is zero then leakage function \( L(x,y) = H(R) \) should be nearly zero. That means if the user provided input is nil then the output should not leak any information about high security sensitive internal variable.

The proposition-1 supports one of the system design principles provided by Ben S. and C. Plaisant[7]: “Display the data only which assist the user, don’t display more than that.” The quantitative method presented in proposition-1 actually proves this principle. It shows that if this principle is violated then there is a chance that \( L(x,y) = H(R) >> 0 \) In other words, if the user is not interacting with the system (if Y=0) then system designer should carefully display the outcome of the system (i.e. Z). If in the outcome, more data is displayed, then using quantification method shown in proposition-1, it can be rectified. The proposition is in sync with the concept of absolute leakage in process calculus provided in [10]

### 3.1. Leakage analysis using Petri net equivalences

Behaviour equivalence of process using Petri net [8] can be defined as below:

**Definition: 1** Let \( N_0 \) and \( N_1 \) are a two Petri net (P is set of place, T is a set of transition, \( M_{in} \) is initial markings, M is marking other than initial marking, \( M_1 \rightarrow M_2 \) describes the transition from \( M_1 \) to \( M_2 \)). A relation \( R \subseteq \text{Pow}(P_0) \times \text{Pow}(P_1) \) is behavioural equivalence between \( N_0 \) and \( N_1 \) (Pow is power set) if:

1. \( (M_{in})_0 R (M_{in})_1 \)
2. if \( M_0 \rightarrow M_1 \) and \( t_i \rightarrow M_0' \), then there are \( t_i \in T_1 \) and \( M'_1 \subseteq P_1 \) such that \( I_0(t_i) = I_1(t_i) \), \( M'_1 \rightarrow M'_0 \) and \( R M'_1 \)
3. as 2 but the role of \( N_0 \) and \( N_1 \) reversed
4. \( M_0 \rightarrow M_1 \rightarrow (M_0 = \phi \rightarrow M_1 = \phi) \).

From the observable equivalence, definition of secrecy [1] of interactive system can be given as below:
**Secrecy of interactive system:** An interactive system $S(X,Y)$ keeps $X$ secret if the outcome of the system doesn’t depend on the different values that $Y$ takes on.

System $S$ shown in figure-1 represents only one instance of the interactive system. The user/attacker can repeatedly interact with the system. For example, in interactive login process if entered password is wrong, then the user can repeatedly enter the password. This will create instances. The outcomes of all instances will be behavioural equivalent. It will be behavioural equivalent because each instance will go through the similar sequence and outcomes of the sequences will have similar behaviour. The observable behaviour of the outcome of an interactive system can be formalized as behavioural equivalence as described in [12] using process algebra. But as shown in figure-1, the interaction in a system, shown as a communication system is among different-different entities represented as a node. And that’s why the net representation of behaviour equivalence, described in definition-1 is better suited in this scenario.

Now, consider that there are $n$ number of instances; user interacts with a system $n$ times. These instances can also be represented with Petri net per instance. Consider an instance of system $S$ shown in the figure-1, then a semantic $[[ . ]]$ assigning to any instance $S$, meaning $[[S]]$ is compositional and adequate if semantic equality implies congruence and behaviour equivalence for operator [9]. The instances of system $S$ represented with the Petri nets will be behavioural equivalent as described in definition-1 because the system $S$ satisfies non-interference property, the output $Z$ of all instances will have same observable behaviour and it will not be dependent on $Y$ as described in the definition of ‘security of interactive system’.

Suppose instances of system $S$ are represented as $s_1, s_2, \ldots, s_n$.

**Proposition-2** Let, semantic $[[ . ]]$ has been assigned to all of its instances of system $S$. The Petri net of all instances are behavioural equivalent and $S(X,Y) = [[ s_1(x_1,y_1), s_2(x_2,y_2), \ldots, s_n (x_n, y_n)]]$ then leakage of this semantic can be describes as $L(x_1,y_1) + L(x_2,y_2) + \ldots + L(x_n, y_n)$ and this sum of leakage will be greater than or equal to the leakage of entire system $S$.

**Proof:**

As per the definition, leakage function is the function of entropy $H$.

In information theory, there is independence-bound theorem[4], which describes:

$$H(X_1, X_2, \ldots, X_n) \leq \sum_{i=1}^{n} H(X_i)$$

Same independence-bound theorem can be applied to leakage function, it is proved that $L(X,Y) \leq L(x_1,y_1) + L(x_2,y_2) + \ldots + L(x_n, y_n)$

**Note on proposition-2**

The proposition suggests that there should be a constraint on how many times a user can interact with the interactive system; more interaction generates more instances and leads to more leakage. For example, if the user can insert password without any constraints then the chances are high that user can guess the correct password. Therefore secure systems like ATM have constraints on the interaction of the user. This concept has been proved statistically in literature, but proposition-2 represents it in information theoretical way. The proposition-2 is supported by the principle of compositionality in process calculus provided in [10].

The proposition three relates attackers’ observation power and equivalence.

**Proposition-3** More discerning equivalence increases the power of the attacker to observe outcome and gain more about the secret from the outcome.

More observational power means an attacker can get more information about $x$ from the observation of $z$. This result can also be proved easily using the definition of Petri net behavioural equivalence and equivalence.
bound theorem. In the context of the system S presented in the paper, behavioural equivalence is natural because it is all about outcome z. In a practical system, the equivalence is the notion of the observer. So it is not about the choice of equivalence. In Petri net algebra theory, congruence, occurrence net equivalence, pomset equivalence, and trace equivalence are also present [8]. They can be used for various purposes like to find the execution path, chosen by the attacker, pomset or trace equivalence can be used. This proposition is a generalization of proposition-1. This proposition also suggests that user should not get more information about a secret from outcome and outcome should be independent of the user input. The quantification of the possible outcome is found using proposition-1.

The final proposition is about attacker’s guessing of a secret in an interacting system.

**Proposition-4:** In an interactive system S(X,Y), the guessing of attacker about secret X from resulting Z can be described by guessing function

\[
G(X) \geq \frac{2^{H(X)} + 1}{2}
\]  

(4)

where G(X) is a guessing function and H(X) is an entropy function

The guessing function is introduced and proven by Massey [11] in his work. This type of guessing function will be useful in interactive system where an attacker can interact and query the system and in reply he get an answer in affirmation or negation, an example is interactive login system. Using this function, an interactive system designer can limit such interface where users get answers in affirmation or negation or when these types of interfaces are designed then the designer can measure the leakage. To the best of our knowledge, there is no design principle of interactive system stating user should be provided limited oracle. But the proposition-4 proves this and system designer may take this into the consideration for better security and avoid the oracle which gives an answer in affirmation or negation.

4. Related Work

For the first time, usability and system design were combined by J Gould and C. Lewis [26]. J Gould and C. Lewis have provided theoretical design principles for better usability; although, there wasn’t any discussion on the consensus of usability, security and design principles. In [17], Sonia C. et al. have provided user pattern based approach for user interface design. The paper supports the graphical password based method for security. In [18], Marc A et al. have introduced UIML-User Interface Markup Language. The language facilitated security because it wasn’t supporting procedural language. But while security facilitation, how it was affecting the usability and interactive system designing haven’t been discussed. In [19] M. E. Zurko and R. T. Simon provided theoretical analysis to balance the usability, security and interactive system design. But the principles presented were theoretical and unable to design the crisp boundary between usability and security.

In [22], W. Newman has proposed new interactive graphical programming language. The proposed language was graphical problem oriented language. In [23], a framework for performance evaluation of interactive system was proposed by N. Beringer et al. The aim in [23] is to perform the evaluation of interactive system which has modal inputs and outputs. In [24] Donald B. discussed reliability issues in an interactive system in detail. In the work, Donald B. proposed resilient that capture the notion of security and reliability of a wide variety of interactive system. In [25], B. Gaines and P. Facey shared their own experience in developing interactive minicomputer systems in commercial, medical, industrial and scientific application. In [25] number of case histories and case studies are provided to share the experience of developing and designing interactive systems. In [26], web-based interactive system design and development were discussed by Zong-Ren Peng and Ruihong Huang. The interactive system proposed in [27] was web-based transit system which was using Geographic Information Systems (GIS) technologies to integrate Web serving, network analysis, and database management as an integral part of the interactive system. In [16], design issue of website sitemap feature has been surveyed and discussed. Web sites can also be considered and studied as an interactive system.
As per our knowledge, the present paper is the first attempt to mathematically provide consensus on the equilibrium of security, usability and system design principles.

5. Conclusion and Future Work

The paper presents the relation between interactive system design principle and information leakage. Based on the leakage quantification, the strict measure can be provided to the interactive system design principles. The present paper hasn’t considered the cost of user interaction. In future, it can be assumed that user has limited chances to interact with the system. And for this purpose, traces of the user interaction and his success and failure chances can be quantified. The trace equivalence and testing equivalence will also be useful to find the rate of leakage of the interactive system. In this work, CPN is designed which handles alternate interactions of user and system. But in actual system interaction will not be alternate; for this type of system, CPN needs to be designed. In [15], a feedback channel is considered in information theory to quantify leakage in the non-alternate scenario of the interactive system. The present paper has represented two interactive system design principles to which quantitative measure are given, but there are other principles also which can be given quantitative threshold using the method proposed in the paper.
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