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Abstract

Refer to this research, an intelligent robust fuzzy parallel feedback linearization estimator for Proportional-Integral-Derivative (PID) controller is proposed for highly nonlinear continuum robot manipulator. In the absence of robot knowledge, PID may be the best controller, because it is model-free, and its parameters can be adjusted easily and separately. And it is the most used in robot manipulators. In order to remove steady-state error caused by uncertainties and noise, the integrator gain has to be increased. This leads to worse transient performance, even destroys the stability. The integrator in a PID controller also reduces the bandwidth of the closed-loop system. Model-based compensation for PD control is an alternative method to substitute PID control. Feedback linearization compensation is one of the nonlinear compensator. The first problem of the pure feedback linearization compensator (FLC) was equivalent problem in certain and uncertain systems. The nonlinear equivalent dynamic problem in uncertain system is solved by using parallel fuzzy logic theory. To eliminate the continuum robot manipulator system’s dynamic; Mamdani fuzzy inference system is design and applied to FLC. This methodology is based on design parallel fuzzy inference system and applied to equivalent nonlinear dynamic part of FLC. The results demonstrate that the model free fuzzy FLC estimator works well to compensate linear PID controller in presence of partly uncertainty system (e.g., continuum robot).

Index Terms: Fuzzy inference system, Mamdani fuzzy inference engine, feedback linearization estimator, continuum robot, linear PID theory.
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1. Introduction

In the absence of robot knowledge, proportional-integral-derivative (PID) may be the best controller, because it is model-free, and its parameters can be adjusted easily and separately [1]. And it is the most used

* Corresponding author.

E-mail address: \(^1\)piltan_f@iranssp.com; \(^2\)ssp.robotic@gmail.com
in continuum robot manipulators. In order to remove steady-state error caused by uncertainties and noise, the integrator gain has to be increased. This leads to worse transient performance, even destroys the stability. The integrator in a PID controller also reduces the bandwidth of the closed-loop system. PD control guarantees stability only when the PD gains tend to infinity, the tracking error does not tend to zero when friction and gravity forces are included in the continuum robot manipulator dynamics [2]. Model-based compensation for PD control is an alternative method to substitute PID control [1], such as adaptive gravity compensation [3], desired gravity compensation [2], and PD+ with position measurement [4]. They all needed structure information of the robot gravity. Some nonlinear PD controllers can also achieve asymptotic stability, for example PD control with time-varying gains [5], PD control with nonlinear gains [6], and PD control with feedback linearization compensation [7-8]. But these controllers are complex, many good properties of the linear PID control do not exist because these controllers do not have the same form as the industrial PID. When the friction and gravity forces are unknown, both fuzzy logic and feedback linearization techniques can compensate them [9-15]. A fuzzy-adaptive controller by using a fuzzy inference engine plus a servo feedback control was proposed in [10]. A hybrid neuro control for robot tracking was discussed in [11-23], where static neural networks are used to learn mass matrix, centrifugal and Coriolis forces. Because they used the theory of function approximation, the algorithms are sensitive to the training data and local minima. Due to fuzzy modeling error, fuzzy controllers cannot assure that the regulation errors are asymptotically stable.

Feed-back linearization compensator (FLC) is a powerful nonlinear estimator which it widely used in control of robot manipulator. It is based on feedback linearization and computes the required arm torques using the nonlinear feedback control law. This controller/estimator works very well when all dynamic and physical parameters are known but when the continuum robot manipulator has variation in dynamic parameters, the controller/estimator has no acceptable performance[7-14]. In practice, most of continuum robot manipulator systems parameters are unknown or time variant, therefore, artificial intelligence based feedback linearization estimator is used to compensate dynamic equation of continuum robot manipulator[1, 6]. Research on FLC is significantly growing on robot manipulator application which has been reported in [1, 6, 15-20]. Vivas and Mosquera [19]have proposed a predictive functional controller and compare to FLC for tracking response in uncertain environment. However both controllers have been used in feedback linearization, but predictive strategy gives better result as a performance. A FLC with non parametric regression models have been presented for a robot arm[16]. This controller also has been problem in uncertain dynamic models. Based on [7-11]and [18-29] FLC is a significant nonlinear estimator/controller to certain systems which it is based on feedback linearization and computes the required arm torques using the nonlinear feedback control law. When all dynamic and physical parameters are known, FLC works fantastically; practically a large amount of systems have uncertainties, therefore artificial intelligence methodology applied to FLC to estimate the nonlinear equivalent part based on parallel methodology.

Fuzzy-logic aims to provide an approximate but effective means of describing the behavior of systems that are not easy to describe precisely, and which are complex or ill-defined. It is based on the assumption that, in contrast to Boolean logic, a statement can be partially true (or false). For example, the expression (I live near SSP) where the fuzzy value (near) applied to the fuzzy variable (distance), in addition to being imprecise, is subject to interpretation. The essence of fuzzy control is to build a model of human expert who is capable of controlling the plant without thinking in terms of its mathematical model. As opposed to conventional control approaches where the focus is on constructing a controller described by differential equations, in fuzzy control the focus is on gaining an intuitive understanding (heuristic data) of how to best control the process, and then load this data into the control system [24-46].

Continuum robots represent a class of robots that have a biologically inspired form characterized by flexible backbones and high degrees-of-freedom structures [1]. The idea of creating “trunk and tentacle” robots, (in recent years termed continuum robots [1]), is not new [2]. Inspired by the bodies of animals such as snakes [3], the arms of octopi [4], and the trunks of elephants [5], [6], researchers have been building prototypes for many years. A key motivation in this research has been to reproduce in robots some of the
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special qualities of the biological counterparts. This includes the ability to “slither” into tight and congested spaces, and (of particular interest in this work) the ability to grasp and manipulate a wide range of objects, via the use of “whole arm manipulation” i.e. wrapping their bodies around objects, conforming to their shape profiles. Hence, these robots have potential applications in whole arm grasping and manipulation in unstructured environments such as rescue operations. Theoretically, the compliant nature of a continuum robot provides infinite degrees of freedom to these devices. However, there is a limitation set by the practical inability to incorporate infinite actuators in the device. Most of these robots are consequently underactuated (in terms of numbers of independent actuators) with respect to their anticipated tasks. In other words they must achieve a wide range of configurations with relatively few control inputs. This is partly due to the desire to keep the body structures (which, unlike in conventional rigid-link manipulators or fingers, are required to directly contact the environment) “clean and soft”, but also to exploit the extra control authority available due to the continuum contact conditions with a minimum number of actuators. For example, the Octarm VI continuum manipulator, discussed frequently in this paper, has nine independent actuated degrees-of-freedom with only three sections. Continuum manipulators differ fundamentally from rigid-link and hyper-redundant robots by having an unconventional structure that lacks links and joints. Hence, standard techniques like the Denavit-Hartenberg (D-H) algorithm cannot be directly applied for developing continuum arm kinematics. Moreover, the design of each continuum arm varies with respect to the flexible backbone present in the system, the positioning, type and number of actuators. The constraints imposed by these factors make the set of reachable configurations and nature of movements unique to every continuum robot. This makes it difficult to formulate generalized kinematic or dynamic models for continuum robot hardware. Chirikjian and Burdick were the first to introduce a method for modeling the kinematics of a continuum structure by representing the curve-shaping function using modal functions [6]. Mochiyama used the Serret-Frenet formulae to develop kinematics of hyper-degrees of freedom continuum manipulators [5]. For details on the previously developed and more manipulator-specific kinematics of the Rice/Clemson “Elephant trunk” manipulator, see [1-5]. For the Air Octor and Octarm continuum robots, more general forward and inverse kinematics have been developed by incorporating the transformations of each section of the manipulator (using D-H parameters of an equivalent virtual rigid link robot) and expressing those in terms of the continuum manipulator section parameters [4]. The net result of the work in [6-9] is the establishment of a general set of kinematic algorithms for continuum robots. Thus, the kinematics (i.e. geometry based modeling) of a quite general set of prototypes of continuum manipulators has been developed and basic control strategies now exist based on these. The development of analytical models to analyze continuum arm dynamics (i.e. physics-based models involving forces in addition to geometry) is an active, ongoing research topic in this field. From a practical perspective, the modeling approaches currently available in the literature prove to be very complicated and a dynamic model which could be conveniently implemented in an actual device’s real-time controller has not been developed yet. The absence of a computationally tractable dynamic model for these robots also prevents the study of interaction of external forces and the impact of collisions on these continuum structures. This impedes the study and ultimate usage of continuum robots in various practical applications like grasping and manipulation, where impulsive dynamics [1-4] are important factors. Although continuum robotics is an interesting subclass of robotics with promising applications for the future, from the current state of the literature, this field is still in its stages of inception.

This paper is organized as follows; section 2, is served as an introduction to the PID controller, feedback linearization compensator, Mamdani fuzzy inference engine to estimate the FLC and its application to control of continuum robot and dynamic of continuum robot. Part 3, introduces and describes the methodology. Section 4 presents the simulation results and discussion of this algorithm applied to a continuum robot and the final section is describing the conclusion.
2. Theory

1.1. Dynamic Formulation of Continuum Robot

The Continuum section analytical model developed here consists of three modules stacked together in series. In general, the model will be a more precise replication of the behavior of a continuum arm with a greater of modules included in series. However, we will show that three modules effectively represent the dynamic behavior of the hardware, so more complex models are not motivated. Thus, the constant curvature bend exhibited by the section is incorporated inherently within the model. The mass of the arm is modeled as being concentrated at three points whose co-ordinates referenced with respect to (see Figure 1);

Fig 1: Assumed structure for analytical model of a section of a continuum arm

Where;

\( l \) - Length of the rigid rod connecting the two struts, constant throughout the structure
\( k_{1,i}, i = 1,2,3 \) - Spring constant of actuator 1 at module \( i \)
\( k_{2,i}, i = 1,2,3 \) - Spring constant of actuator 2 at module \( i \)
\( C_{1,i}, i = 1,2,3 \) - Damping coefficient of actuator 1 at module \( i \)
\( C_{2,i}, i = 1,2,3 \) - Damping coefficient of actuator 2 at module \( i \)
\( m_i, i = 1,2,3 \) - Mass in each module
\( I_i, i = 1,2,3 \) - Moment of inertia of the rigid rod in each module.

A global inertial frame (N) located at the base of the arm are given below

\[
\mathbf{N} P = S_1 \mathbf{N}_3
\]
The position vector of each mass is initially defined in a frame local to the module in which it is present. These local frames are located at the base of each module and oriented along the direction of variation of coordinate ‘s’ of that module. The positioning of each of these masses is at the centre of mass of the rigid rods connecting the two actuators. Differentiating the position vectors we obtain the linear velocities of the masses. The kinetic energy (T) of the system comprises the sum of linear kinetic energy terms (constructed using the above velocities) and rotational kinetic energy terms due to rotation of the rigid rod connecting the two actuators, and is given below as

\[
T = (0.5)m_1\dot{s}_1^2 + (0.5)m_2\left( (\dot{s}_2\sin\theta_1 + s_2\cos\theta_1\dot{\theta}_1)^2 + (\dot{s}_1 + \dot{s}_2\cos\theta_1 - s_2\sin\theta_1\dot{\theta}_1)^2 \right) \\
+ (0.5)m_3\left( (\dot{s}_2\sin\theta_1 + s_2\cos\theta_1\dot{\theta}_1 + \dot{s}_3\sin(\theta_1 + \theta_2) + s_3\cos(\theta_1 + \theta_2)\dot{\theta}_1 \\
+ s_3\cos(\theta_1 + \theta_2)\dot{\theta}_2)^2 \\
+ (\dot{s}_1 + \dot{s}_2\cos\theta_1 - s_2\sin\theta_1\dot{\theta}_1 + \dot{s}_3\cos(\theta_1 + \theta_2) - s_3\sin(\theta_1 + \theta_2)\dot{\theta}_1 - s_3\sin(\theta_1 + \theta_2)\dot{\theta}_2)^2 \right) \\
+ (0.5)I_1\dot{\theta}_1^2 + (0.5)I_2\left( \dot{\theta}_1^2 + \dot{\theta}_2^2 \right) \\
+ (0.5)I_3\left( \dot{\theta}_1^2 + \dot{\theta}_2^2 \right) \\
+ \dot{\theta}_3^2 \right). \\
\]

The potential energy (P) of the system comprises the sum of the gravitational potential energy and the spring potential energy. A small angle assumption is made throughout the derivation. This allows us to directly express the displacement of springs and the velocities associated with dampers in terms of system generalized coordinates.

\[
P = -m_1g\dot{s}_1 - m_2g(s_1 + s_2\cos\theta_1) - m_3g(s_1 + s_2\cos\theta_1 + s_3\cos(\theta_1 + \theta_2)) + (0.5)k_{11}\left( s_1 + \left( \frac{1}{2} \right)\theta_1 - s_{01} \right)^2 \\
+ (0.5)k_{21}(s_1 + (1/2)\theta_1 - s_{01})^2 + (0.5)k_{12}(s_2 + (1/2)\theta_2 - s_{02})^2 \\
+ (0.5)k_{22}(s_2 + (1/2)\theta_2 - s_{02})^2 + (0.5)k_{13}(s_3 + (1/2)\theta_3 - s_{03})^2 \\
+ (0.5)k_{23}(s_3 + (1/2)\theta_3 - s_{03})^2 \\
\]

where, \(s_{01}, s_{02}, s_{03}\) are the initial values of \(S_1, S_2, S_3\) respectively.

Due to viscous damping in the system, Rayleigh’s dissipation function [6] is used to give damping energy.
The generalized forces in the system corresponding to the generalized co-ordinates are expressed as appropriately weighted combinations of the input forces.

\[ Q_{s_1} = F_{11} + F_{21} + (F_{12} + F_{22})\cos\theta_1 + (F_{13} + F_{23})\cos(\theta_1 + \theta_2) \]  
\[ Q_{s_2} = F_{12} + F_{22} + (F_{13} + F_{23})\cos(\theta_2) \]  
\[ Q_{s_3} = F_{13} + F_{23} \]  
\[ Q_{\theta_1} = (1/2)(F_{11} - F_{21}) + (1/2)(F_{12} - F_{22}) + (1/2)(F_{13} - F_{23}) + s_2\sin\theta_2(F_{13} + F_{23}) \]  
\[ Q_{\theta_1} = (1/2)(F_{12} - F_{22}) + (1/2)(F_{13} - F_{23}) \]  
\[ Q_{\theta_1} = (1/2)(F_{13} - F_{23}) \]  

It can be evinced from the force expressions that the total input forces acting on each module can be resolved into an additive component along the direction of extension and a subtractive component that results in a torque. For the first module, there is an additional torque produced by forces in the third module.

The model resulting from the application of Lagrange’s equations of motion obtained for this system can be represented in the form

\[ \tau = D(q) \ddot{q} + C(q) \dot{q} + G(q) \]  

where \( \tau \) is a vector of input forces and \( q \) is a vector of generalized co-ordinates. The force coefficient matrix \( D \) transforms the input forces to the generalized forces and torques in the system. The inertia matrix, \( D \) is composed of four block matrices. The block matrices that correspond to pure linear accelerations and pure angular accelerations in the system (on the top left and on the bottom right) are symmetric. The matrix \( C \) contains coefficients of the first order derivatives of the generalized co-ordinates. Since the system is nonlinear, many elements of \( C \) contain first order derivatives of the generalized co-ordinates. The remaining terms in the dynamic equations resulting from gravitational potential energies and spring energies are collected in the matrix \( G \). The coefficient matrices of the dynamic equations are given below,
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\[
F_{coeff} = \begin{bmatrix}
1 & 1 & \cos(\theta_1) & \cos(\theta_1) & \cos(\theta_1 + \theta_2) & \cos(\theta_1 + \theta_2) \\
0 & 0 & 1 & 1 & \cos(\theta_2) & \cos(\theta_2) \\
0 & 0 & 0 & 0 & 1 & 1 \\
1/2 & -1/2 & 1/2 & -1/2 & 1/2 + s_2 \sin(\theta_2) & -1/2 + s_2 \sin(\theta_2) \\
0 & 0 & 1/2 & -1/2 & 1/2 & -1/2 \\
0 & 0 & 0 & 0 & 1/2 & -1/2
\end{bmatrix}
\]  \hspace{1cm} (14)

\[
D(q) =
\begin{bmatrix}
    m_1 + m_2 + m_3 & m_2 \cos(\theta_1) & m_3 \cos(\theta_1) + \theta_2 & -m_2 s_2 \sin(\theta_1) & -m_2 s_2 \sin(\theta_1) & -m_3 s_3 \sin(\theta_1 + \theta_2) & 0 \\
    +m_3 & +m_3 \cos(\theta_1) & m_3 \cos(\theta_1) + \theta_2 & -m_3 s_3 \sin(\theta_1 + \theta_2) & -m_3 s_3 \sin(\theta_1 + \theta_2) & 0 \\
    m_2 \cos(\theta_1) & m_2 + m_3 & m_3 \cos(\theta_2) & -m_2 s_2 \sin(\theta_1) & -m_3 s_3 \sin(\theta_2) & -m_3 s_3 \sin(\theta_2) & 0 \\
    +m_3 \cos(\theta_1) & m_2 + m_3 & m_3 \cos(\theta_2) & -m_2 s_2 \sin(\theta_1) & -m_3 s_3 \sin(\theta_2) & -m_3 s_3 \sin(\theta_2) & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
    m_3 \cos(\theta_1 + \theta_2) & m_3 \cos(\theta_2) & m_3 & m_3 s_3 \sin(\theta_2) & 0 & 0 & 0 \\
\end{bmatrix}
\]  \hspace{1cm} (15)
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\[
C(q) = \begin{bmatrix}
    c_{11} + c_{21} & -2m_3\sin(\theta_1)\dot{\theta}_1 & -2m_3\sin(\theta_1 + \theta_2) & -m_2s_2 & -m_2s_2 & 0 \\
    -2m_3\sin(\theta_1)\dot{\theta}_1 & \frac{1}{2}(c_{11} + c_{21}) & \frac{1}{2}(c_{11} + c_{21}) & m_3s_3 & -m_3s_3 & 0 \\
    -2m_3\sin(\theta_1)\dot{\theta}_1 & \frac{1}{2}(c_{11} + c_{21}) & \frac{1}{2}(c_{11} + c_{21}) & m_3s_3 & -m_3s_3 & 0 \\
    0 & 2m_3\sin(\theta_2)(\dot{\theta}_1) & c_{13} + c_{23} & -m_3s_3s_2 & -2m_3s_3 & (1/2)(c_{11} + c_{21}) \\
    0 & 2m_3s_3\cos(\theta_2)(\dot{\theta}_1) & c_{13} + c_{23} & -m_3s_3s_2 & -2m_3s_3 & (1/2)(c_{11} + c_{21}) \\
    0 & 0 & (1/2)(c_{11} + c_{21}) & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
(16)
\]

\[
G(q) = \begin{bmatrix}
    -m_4g - m_2g + k_{11}(s_1 + (1/2)\theta_1 - s_{01}) + k_{21}(s_1 - (1/2)\theta_1 - s_{01}) - m_3g \\
    -m_2g\cos(\theta_1) + k_{12}(s_2 + (1/2)\theta_2 - s_{02}) + k_{22}(s_2 - (1/2)\theta_2 - s_{02}) - m_3g\cos(\theta_1) \\
    -m_3g\cos(\theta_1 + \theta_2) + k_{13}(s_3 + (1/2)\theta_3 - s_{03}) + k_{23}(s_3 - (1/2)\theta_3 - s_{03}) \\
    m_2s_2\sin(\theta_1) + m_3s_3\sin(\theta_1 + \theta_2) + m_3s_2\sin(\theta_1) + k_{14}(s_1 + (1/2)\theta_1 - s_{01})(1/2) + k_{21}(s_1 - (1/2)\theta_1 - s_{01})(-1/2) \\
    m_3s_3\sin(\theta_1 + \theta_2) + k_{12}(s_2 + (1/2)\theta_2 - s_{02})(1/2) + k_{22}(s_2 - (1/2)\theta_2 - s_{02})(-1/2) \\
    k_{13}(s_3 + (1/2)\theta_3 - s_{03})(1/2) + k_{23}(s_3 - (1/2)\theta_3 - s_{03})(-1/2)
\end{bmatrix}
\]

\[
(17)
\]
2.2 Design PID Controller

Design of a linear methodology to control of continuum robot manipulator was very straight forward. Since there was an output from the torque model, this means that there would be two inputs into the PID controller. Similarly, the outputs of the controller result from the two control inputs of the torque signal. In a typical PID method, the controller corrects the error between the desired input value and the measured value. Since the actual position is the measured signal. Figure 2 is shown linear PID methodology, applied to continuum robot manipulator [21-34].

\[ e(t) = \theta_a(t) - \theta_d(t) \]  
\[ U_{PID} = K_p e + K_v \dot{e} + K_i \int e \, dt \]  

The model-free control strategy is based on the assumption that the joints of the manipulators are all independent and the system can be decoupled into a group of single-axis control systems [35-43]. Therefore, the kinematic control method always results in a group of individual controllers, each for an active joint of the manipulator. With the independent joint assumption, no a priori knowledge of robot manipulator dynamics is needed in the kinematic controller design, so the complex computation of its dynamics can be avoided and the controller design can be greatly simplified. This is suitable for real-time control applications when powerful processors, which can execute complex algorithms rapidly, are not accessible. However, since joints coupling is neglected, control performance degrades as operating speed increases and a manipulator controlled in this way is only appropriate for relatively slow motion [44-53]. The fast motion requirement results in even higher dynamic coupling between the various robot joints, which cannot be compensated for by a standard robot controller such as PID [50], and hence model-based control becomes the alternative.
2.3 Feedback Linearization Compensate

The central idea of Feedback linearization compensator (FLC) is feedback linearization methodology. It has assumed that the desired motion trajectory for the continuum robot manipulator $q_d(t)$, as determined, by a path planner. Defines the tracking error as:

$$e(t) = q_d(t) - q_a(t)$$  \hspace{1cm} (20)

Where $e(t)$ is error of the plant, $q_d(t)$ is desired input variable, that in our system is desired displacement, $q_a(t)$ is actual displacement. If an alternative linear state-space equation in the form $\dot{x} = Ax + BU$ can be defined as

$$\dot{x} = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} 0 \\ I \end{bmatrix} U$$  \hspace{1cm} (21)

With $U = -D^{-1}(q). N(q, \dot{q}) + D^{-1}(q). \tau$ and this is known as the Brunousky canonical form. By equation (18) and (19) the Brunousky canonical form can be written in terms of the state $x = [e^T \dot{e}^T]^T$ as [35-44]

$$\frac{d}{dt}[e] = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix} [e] + \begin{bmatrix} 0 \\ I \end{bmatrix} U$$  \hspace{1cm} (22)

With

$$U = \ddot{q}_d + D^{-1}(q). \{N(q, \dot{q}) - \tau\}$$  \hspace{1cm} (23)

Then compute the required arm torques using inverse of equation (23), is;

$$\tau = D(q)(\ddot{q}_d - U) + N(\dot{q}, q)$$  \hspace{1cm} (24)

This is a nonlinear feedback control law that guarantees tracking of desired trajectory. Selecting proportional-plus-derivative (PD) feedback for $U(t)$ results in the PD-feedback linearization compensator [45-53];

$$\tau = D(q)(\ddot{q}_d + K_p \dot{e} + K_p e) + N(q, \dot{q})$$  \hspace{1cm} (25)

and the resulting linear error dynamics are

$$\left(\ddot{q}_d + K_p \dot{e} + K_p e\right) = 0$$  \hspace{1cm} (26)

According to the linear system theory, convergence of the tracking error to zero is guaranteed [6]. Where $K_p$ and $K_v$ are the controller gains. The result schemes is shown in Figure 3, in which two feedback loops,
namely, inner loop and outer loop, which an inner loop is a compensate loop and an outer loop is a tracking error loop.

Fig 3: Block diagram of PD-feedback linearization compensator (PD-FLC)

3. Fuzzy Inference Engine

This section provides a review about foundation of fuzzy logic based on [32, 53]. Supposed that $U$ is the universe of discourse and $x$ is the element of $U$, therefore, a crisp set can be defined as a set which consists of different elements ($x$) will all or no membership in a set. A fuzzy set is a set that each element has a membership grade, therefore it can be written by the following definition:

$$A = \{ x, \mu_A(x) | x \in X \}; A \in U$$

Where an element of universe of discourse is $x$, $\mu_A$ is the membership function (MF) of fuzzy set. The membership function ($\mu_A(x)$) of fuzzy set $A$ must have a value between zero and one. If the membership function $\mu_A(x)$ value equal to zero or one, this set change to a crisp set but if it has a value between zero and one, it is a fuzzy set. Defining membership function for fuzzy sets has divided into two main groups; namely; numerical and functional method, which in numerical method each number has different degrees of membership function and functional method used standard functions in fuzzy sets. The membership function which is often used in practical applications includes triangular form, trapezoidal form, bell-shaped form, and Gaussian form.

Linguistic variable can open a wide area to use of fuzzy logic theory in many applications (e.g., control and system identification). In a natural artificial language all numbers replaced by words or sentences. 

*If – then* Rule statements are used to formulate the condition statements in fuzzy logic. A single fuzzy *If – then* rule can be written by
If \( x \) is \( A \) Then \( y \) is \( B \) 

where \( A \) and \( B \) are the Linguistic values that can be defined by fuzzy set, the \( If \) -- part of the part of “\( x \) is \( A \)” is called the antecedent part and the \( then \) -- part of the part of “\( y \) is \( B \)” is called the Consequent or Conclusion part. The antecedent of a fuzzy if-then rule can have multiple parts, which the following rules shows the multiple antecedent rules:

\[
\text{if } e \text{ is NB and } \dot{e} \text{ is ML then } T \text{ is LL} 
\]  

where \( e \) is error, \( \dot{e} \) is change of error, \( NB \) is Negative Big, \( ML \) is Medium Left, \( T \) is torque and \( LL \) is Large Left. \( If \) -- then rules have three parts, namely, fuzzify inputs, apply fuzzy operator and apply implication method which in fuzzify inputs the fuzzy statements in the antecedent replaced by the degree of membership, apply fuzzy operator used when the antecedent has multiple parts and replaced by single number between 0 to 1, this part is a degree of support for the fuzzy rule, and apply implication method used in consequent of fuzzy rule to replaced by the degree of membership. The fuzzy inference engine offers a mechanism for transferring the rule base in fuzzy set which it is divided into two most important methods, namely, Mamdani method and Sugeno method. Mamdani method is one of the common fuzzy inference systems and he designed one of the first fuzzy controllers to control of system engine. Mamdani’s fuzzy inference system is divided into four major steps: fuzzification, rule evaluation, aggregation of the rule outputs and defuzzification. Michio Sugeno use a singleton as a membership function of the rule consequent part. The following definition shows the Mamdani and Sugeno fuzzy rule base

\[
\text{Mamdani } \quad F.R^1: \text{if } x \text{ is } A \text{ and } y \text{ is } B \text{ then } z \text{ is } C 
\]

\[
\text{Sugeno } \quad F.R^1: \text{if } x \text{ is } A \text{ and } y \text{ is } B \text{ then } f(x,y) \text{is } C 
\]

When \( x \) and \( y \) have crisp values fuzzification calculates the membership degrees for antecedent part. Rule evaluation focuses on fuzzy operation (AND/OR) in the antecedent of the fuzzy rules. The aggregation is used to calculate the output fuzzy set and several methodologies can be used in fuzzy logic controller aggregation, namely, Max-Min aggregation, Sum-Min aggregation, Max-bounded product, Max-drastic product, Max-bounded sum, Max-algebraic sum and Min-max. Two most common methods that used in fuzzy logic controllers are Max-min aggregation and Sum-min aggregation. Max-min aggregation defined as below

\[
\mu_u(x_k,y_k,U) = \mu_{i=1}^{\mu_R^1}(x_k,y_k,U) = \max \left\{ \min_{i=1}^{r} \left[ \mu_{pq}(x_k,y_k), \mu_{pm}(U) \right] \right\} 
\]

The Sum-min aggregation defined as below

\[
\mu_u(x_k,y_k,U) = \mu_{i=1}^{\mu_R^1}(x_k,y_k,U) = \sum \min_{i=1}^{r} \left[ \mu_{pq}(x_k,y_k), \mu_{pm}(U) \right] 
\]

where \( r \) is the number of fuzzy rules activated by \( x_k \) and \( y_k \) and also \( \mu_{i=1}^{\mu_R^1}(x_k,y_k,U) \) is a fuzzy interpretation of \( i \) -- th rule. Defuzzification is the last step in the fuzzy inference system which it is used to transform fuzzy set to crisp set. Consequently defuzzification’s input is the aggregate output and the defuzzification’s output is a crisp number. Centre of gravity method (\( COG \)) and Centre of area method (\( COA \)) are two most common defuzzification methods, which \( COG \) method used the following equation to calculate the defuzzification
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\[
COG(x_k, y_k) = \frac{\sum_i U_i \sum_j \mu_u(x_k, y_k, U_i)}{\sum_i \sum_j \mu_u(x_k, y_k, U_i)} 
\]  
(33)

and COA method used the following equation to calculate the defuzzification

\[
COA(x_k, y_k) = \frac{\sum_i U_i \mu_u(x_k, y_k, U_i)}{\sum_i \mu_u(x_k, y_k, U_i)} 
\]  
(34)

Where \(COG(x_k, y_k)\) and \(COA(x_k, y_k)\) illustrates the crisp value of defuzzification output, \(U_i \in U\) is discrete element of an output of the fuzzy set, \(\mu_{U_i}(x_k, y_k, U_i)\) is the fuzzy set membership function, and \(r\) is the number of fuzzy rules.

Based on foundation of fuzzy logic methodology; fuzzy logic controller has played important rule to design nonlinear controller for nonlinear and uncertain systems [53]. However the application area for fuzzy control is really wide, the basic form for all command types of controllers consists of;

- Input fuzzification (binary-to-fuzzy[B/F]conversion)
- Fuzzy rule base (knowledge base)
- Inference engine
- Output defuzzification (fuzzy-to-binary[F/B]conversion).

4. Methodology

Based on the dynamic formulation of continuum robot manipulator, (3), and the industrial PID law (5) in this paper we discuss about regulation problem, the desired position is constant, i.e., \(q_d = 0\). In most continuum robot manipulator control, desired joint positions are generated by the trajectory planning. The objective of continuum robot control is to design the input torque in (1) such that the tracking error

\[
e = q_d - q_a 
\]  
(35)

When the dynamic parameters of robot formulation known, the PID control formulation (25) should include a compensator as

\[
\tau = -k_p e - k_d e - K_i \sum e + (G + F) 
\]  
(36)

Where \(G\) is gravity and \(F\) is appositive definite diagonal matrix friction term (coulomb friction). If we use a Lyapunov function candidate as

\[
V_{pid} = \frac{1}{2} \dot{q}^T M \dot{q} + \frac{1}{2} e^T k_p e 
\]  
(37)

\[
\dot{V}_{pid} = -\dot{q}^T k_d \dot{q} \leq 0 
\]  
(38)
It is easy to known $\dot{q} = 0$ and $e = 0$ are only initial conditions in $\Omega = \{[\dot{q}, e]; \dot{V} = 0\}$, for which $[\dot{q}, e] \in \Omega$ for all $t \leq 0$. By the LaSalle's invariance principle, $e \to 0$ and $\dot{e} \to 0$. When $G$ and $F$ in (25) are unknown, a fuzzy logic can be used to approximate them as

$$f(x) = \sum_{i=1}^{M} \theta_i \varepsilon^i(x) = \theta^T \varepsilon(x) \quad (39)$$

Where $\theta = (\theta^1, ..., \theta^M)^T, \varepsilon(x) = (\varepsilon^1(x), ..., \varepsilon^M(x))^T$, and $\varepsilon^i(x) = \Pi_{i=1}^{n} \frac{\mu_a^i(x)}{\sum_{i=1}^{M} (\Pi_{i=1}^{n} \mu_a^i(x_i))}$. $\theta^1, ..., \theta^M$ are adjustable parameters in (39). $\mu_a^i(x_1), ..., \mu_a^i(x_n)$ are given membership functions whose parameters will not change over time.

The second type of fuzzy systems is given by

$$f(x) = \frac{\sum_{i=1}^{M} \theta_i \left[ \Pi_{i=1}^{n} \exp \left( -\frac{\left( x_i - \alpha_i^1 \right)}{\delta_i^1} \right) \right]}{\sum_{i=1}^{M} \left[ \Pi_{i=1}^{n} \exp \left( -\frac{\left( x_i - \alpha_i^1 \right)}{\delta_i^1} \right) \right]} \quad (40)$$

Where $\theta_i, \alpha_i^1$, and $\delta_i^1$ are all adjustable parameters. From the universal approximation theorem, we know that we can find a fuzzy system to estimate any continuous function. For the first type of fuzzy systems, we can only adjust $\theta_i$ in (60). We define $f^*(x|\theta)$ as the approximator of the real function $f(x)$.

$$f^*(x|\theta) = \theta^T \varepsilon(x) \quad (41)$$

We define $\theta^*$ as the values for the minimum error:

$$\theta^* = \arg \min_{\theta \in \Omega} [\sup_{x \in U} |f^*(x|\theta) - g(x)|] \quad (42)$$

Where $\Omega$ is a constraint set for $\theta$. For specific $x$, $\sup_{x \in U} |f^*(x|\theta^*) - f(x)|$ is the minimum approximation error we can get.

We used the first type of fuzzy systems (39) to estimate the nonlinear system (26) the fuzzy formulation can be write as below;

$$f(x|\theta) = \frac{\sum_{i=1}^{n} \theta_i^i |\mu_a^i(x)|}{\sum_{i=1}^{n} \mu_a^i(x)} \quad (43)$$

Where $\theta^1, ..., \theta^n$ are adjusted by an adaptation law.

This method has two main controller’s coefficients, $K_p$ and $K_v$. To tune and optimize these parameters mathematical formulation is used.
The most important difference between PD$^2$FL and PD$^2$FLC+ fuzzy inference system is the uncertainty. In PD$^2$FLC the uncertainty is $d = G + F + f$. The feedback linearization gain must be bigger than its upper bound.

It is not an easy job because this term includes tracking errors $e_t$ and $\dot{q}_t$. While in PD$^2$FLC + fuzzy inference system, the uncertainty $\eta$ is the fuzzy approximation error for $G + F + f$.

$$G + F + f = \frac{\sum_{i=1}^{M} \theta^i \left[ \prod_{i=1}^{n} \exp \left( -\frac{(x_i - \alpha^i)^2}{\delta^i} \right) \right]}{\sum_{i=1}^{M} \prod_{i=1}^{n} \exp \left( -\frac{(x_i - \alpha^i)^2}{\delta^i} \right)}$$

(46)

It is usually smaller than $G + F + f$; and the upper bound of it is easy to be estimated. Figure 4 shows the PID controller with serial PD fuzzy feedback linearization compensator.

Fig 4: PID with fuzzy FLC
5. Results And Discussion

Linear PID controller (PID) and proposed PD fuzzy feedback linearization estimator were tested to step response trajectory. The simulation was implemented in MATLAB/SIMULINK environment. Position trajectory and disturbance rejection are compared in these controllers.

**Position trajectory:** Figure 5 shows the links trajectory in PID controller and proposed PID fuzzy feedback linearization estimator without disturbance for step trajectory in general and zoom scaling.

![PID controller Vs. Proposed method](image)

By comparing sinus response, Figure 6, in PD controller and PID with Fuzzy FLC, we can seen the the proposed controller’s overshoot (0%) is lower than PID's (2.8%).

**Disturbance rejection:** Figure 6 is indicated the power disturbance removal in PID controller and PID Fuzzy FLC. Besides a band limited white noise with predefined of 30% the power of input signal is applied to the step PID controller and proposed method; it found slight oscillations in PID position responses.
Among above graph, relating to step trajectory following with external disturbance, PID controller has slightly fluctuations. By comparing overshoot; proposed controller's overshoot (2.3%) is lower than PID's (16%).

6. Conclusion

Refer to the research, a PID main controller with fuzzy parallel feedback linearization estimator design and application to continuum robot arm has proposed in order to design high performance nonlinear estimator in the presence of highly uncertainties and external disturbances. Regarding to the positive points in linear PID controller, parallel feedback linearization method and fuzzy inference system it is found that the fuzzy logic laws derived in the Lyapunov sense. The stability of the closed-loop system is proved mathematically based on the Lyapunov method. The main target in this work is compensating the model uncertainty by fuzzy inference system, in the case of continuum robot arm. In finally part parallel fuzzy feedback linearization compensator is used to compensate and adjusted the linear PID controller. In this case the performance is improved by using the advantages of nonlinear feedback linearization method and artificial intelligence compensate while the disadvantages removed by added each method to previous method.
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