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Abstract 

In this paper, we consider one-parameter exponential family and obtain the  minimum variance unbiased 

estimator , Bayes and empirical Bayes estimators of the unknown parameter based on record values under 

entropy loss function. The admissibility and inadmissibility of a class of inverse linear estimators are also 

discussed based on upper records. 
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1. Introduction 

Record values and the associated statistics are of interest and importance in the areas of meteorology, sports 

and economics .Chandler (1952)laucnched a statistical study of the record values, record times and inter record 

times. Many authors have studied record values and the associated statistics; see, for example, Nagaraja(1988), 

Ahsanullah (1990) and Arnold et al. (1992,1998). There are some papers on estimation and prediction for 

parameters of some life distributions based on records. See for example Ahmed and Soliman (2008), and Jaheen 

(2004) ,Ahmadi and Doostparast (2006), Asgharzadeh(2009) and references therein. 

Let ,, 21 XX be a sequence of independent and identically distributed (iid) random variables with 

cumulative distribution function (cdf) )(xF and probability density function (pdf) )(xf . For 1n , define 
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}),(:min{)1(,1)1( )(nUj XXnUjjnUU  . 

The sequence }{ )(nUX   is known as upper record values.  

This paper will discuss the Estimation of parameter from a special one-parameter exponential family,and the 

admissibility of a class of inverse linear estimators of are also studied based on upper records. 

Let ,, 21 XX be a sequence of iid random variables from the class C of one-parameter exponential family 

with cdf 

)}()(exp{1);( xTaxF                                                                                                               (1) 

and pdf 

0)},()(exp{)()();(  xxTaxTaxf                                                                                    (2) 

where 0 and )(),( xTa  is a real positive function. 

The family in C is well-known in the lifetime experiments which includes several well-known lifetime 

distributions such as: Exponential, Pareto, Lomax, Burr type XII, Weibull (one parameter) among others.   

2. Estimation 

In this section,let nnUU xXxX  )(1)1( ,,  be the observed n upper record values from distribution cdf 

(1) and pdf (2). Then, the joint distribution of )()1( ,, nUU XX  is given (see Arnold et al. (1998)) by 
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and the marginal pdf of 
( )U nX  is given by 
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where ),,,( 21 nxxxx  , )(H  is the hazard function corresponding to pdf )(f ,
);(1
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and ));(1ln();(  xFxR   . 

Lemma 2.1 Suppose we observe n upper record values nnUUU xXxXxX  )(2)2(1)1( ,,,  from 

distribution cdf (1) and pdf (2). 

Then 1) )(nUX is a sufficient statistics for the first n upper record values. 

2) ))(,(~)( )( anXT nU   

Lemma 2.2 Suppose we observe n upper record values nnUUU xXxXxX  )(2)2(1)1( ,,,  from 

distribution cdf (1) and pdf (2) and  )(a ,Then  

1)the maximum likelihood estimator (MLE) of   is TnMLE /ˆ   

2) 
1

)ˆ(



n

n
E MLE  

Remark 2.1. Using lemma2.2,we have  
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E ,thus 

T

n 1
is an unbiased estimator 

of  ,and is also a function the complete and sufficient statistics T .Therefore, by using theorem of Lehmann 

and Scheff’e(1950), the estimator 
T

n 1
is the minimum variance unbiased estimator(UMVU estimator)of 

 ,note it by  

T

n
UMVU

1ˆ 
   

In the following discussion, we always suppose ,, 21 XX be a sequence of iid random variables from the 

class C and  )(a . And  n upper record values nnUUU xXxXxX  )(2)2(1)1( ,,,  are also given. 

we will consider the Bayesian and empirical Bayesian estimation of   under  entropy loss function 

1ln),ˆ( 







L                                                                                                                            (5) 

Lemma2.3 Let nXXX ,,, 21   be a random sample drawn from the probability density );( xf ,under 

entropy loss function (5),the unique Bayes estimator of  , say B̂ , under the asymmetric precautionary loss (2) 

is given by  

11 ]|([ˆ  XEB                                                                                                                   (6) 

where ),,,( 21 nXXXX    

Proof. Since the loss in (2.3) is strictly convex, the unique Bayes is obtained from the relation 
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which reduces to (2.4). 

2.1. Bayes Estimation 

Suppose   has the conjugate family of prior Gamma distributions, ( , )  , with density 

1( | , ) , 0
( )

e
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where 0  and 0  . Note that the limiting case , 0    gives the usual noninformative prior for 

1( )     (see Berger (1985)). 

It is easy to verify that the posterior distribution of   is ( , ( ) )nn T x    , and from lemma 2.3 the 

unique Bayes estimatorof  , say B̂ , is given by 

111 )
1

()]|([ˆ 











n

T
XEB , 

where )( )(nUXTT    
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which is of the form 
1)(  dcT  

Remark 2.2. For the noninformative prior
1( )    , the posterior distribution of is ))(,( nxTn and 

we obtain the generalized Bayes estimator  

1

)(
ˆ )(




n

XT nU
                                                                                                                                          (9) 

2.2. Empirical Bayes Estimation 

Assume that the conjugate family of prior distributions for   is the family of gamma distributions, 

),(  with parameter and  ,and prior parameter is unknown. we may use the empirical Bayes approach 
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to get its estimate. From (3) and (7), we calculate the marginal pdf of ),,( )()1( nUU XXX  , with density 
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Based on )|( xm , we obtain an estimate ̂ of  . The MLE of  is )(ˆ
)(nUXT

n


   

Now, by substituting ̂ for in the Bayes estimator, we obtain the empirical Bayes estimator as 
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Admissibility of 
1)(  dcT  

Note that the estimators obtained in Section 2 are special cases of the more general class of inverse linear 

estimators of the form 
1)(  dcT . In this section we always let 

1

1




n
c , ( )( )U nT T X  

In the rest of this paper, these estimators are compared on the basis of their risks under the loss (2.3). We 

also obtain conditions under which linear estimators are admissible in terms of risk.  

Theorem 3.1 The estimator 
1)(  dcT  is admissible, provided

 cc0  and 0d . 

Proof. From (2.5), when 0 and 0 , the coefficient of )( )(nUXT  is strictly between 0 and 
c , and 

the constant 
1



n
is strictly bigger than 0. This proves that 

1)(  dcT  is admissible for 
 cc0  and 

0d . When 0,0  dc , the estimator 
1)(  dcT  is admissible since it is the only estimator for which 

0),( dR   when d . 

Theorem 3.2 The estimator 
1)(  dcT  is admissible, provided 

 cc and 0d . 

Proof. The case
 cc and 0d is considered first.Let and consider the prior ( )k  with density 

1/k
1/ 1( )= , 0, 0

(1/k)
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k e k
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If A is a nondegenerate convex subset of (0, ) , it can be shown that there exists a 
0k  such 

that ( )k
A

d     for some 0  and all 
0k k . 

In fact, 

1 1 1 1 1 1
1 1 1
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then the conclusion have proved. 

The formal Bayes estimator with respect to ( )k   under the loss (5) can be derived as in (8) which is given 

as 

1ˆ ( )
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is the jiont probability density function of ( , )T . 

Then 
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The difference of the Bayes risks with respect to ˆk  and ̂  is 
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 and ( ) 0p k   ( ) 0q k  , k   

For any prior distribution ( , )a b  of  ,the following conclusion is always tenable 
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Thus, ˆ ˆlim( ( , ) ( , )) 0k k k
k
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  ， 

Therefore, 
1)(  dcT is admissible for any 0   by Blyth's lemma. This proves that 

1)(  dcT is 

admissible for c c  and 0d  . 

For the case c c and 0d  , it is seen that
1

( )c T
 

is the limit of Bayes estimator relative to the gamma 

prior ( , )a b , as , 0   . To prove the admissibility of 
1

( )c T
 

, it is easy to verify that the Bayes risk 

difference 
1 ˆ) ) )( ,( ( ,k k Bc Tr r      converges to zero as , 0   , which guarantees the admissibility  of 

1
( )c T

 
. 

Theorem 3.3 Let the parameter space be ),0(  and the action space be ),0[  The linear estimator 

1)(  dcT is inadmissible under the loss function (2.3) whenever one of the following conditions holds: 

(i) 0c  or 0d ; 

(ii) 0 , 0c c d     

(iii) 
 cc and 0d  

Proof. To see (i), note that
1)(  dcT takes on negative values with positive probability. Therefore 

1)(  dcT  is dominated by ))(,0max( 1 dcT  in this case. 

For the case (ii), using lemma 2.1, the risk function of 
1)( cT is 
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Then derivative of the risk with respect to c is： 
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,where c c .Thus the risk of 

1)( cT  is minimized at 
 cc . Hence the estimator

1)( cT is dominated by
1)( Tc  in this case.  

For case (iii), let us compute the risk function of the inverse linear estimator 
1)(  dcT .  
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Therefore, ))(,( 1 dcTR  is minimized at
 cc . Hence 

1)(  dcT is dominated by
1)(   dTc  in 

this case. 

Remark 3.1. The estimators MLÊ and EB̂ are inadmissible by using theorem3.3. They are dominated by the 

generalized Bayes estimator
1)(ˆ 

  Tc . 
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3. Conclusions 

Based on record statistics, this paper considers the estimation of the unknown parameter from the one 

parameter exponential family. The maximum likelihood estimator (MLE) , Bayes and empirical Bayes 

estimators are obtained. These estimators all belong to the class of inverse linear estimators of the form 
1)(  dcT . So, the admissibility and inadmissibility of

1)(  dcT are studied. As a result, the  minimum 

variance unbiased estimator ,but the empirical Bayes estimator and the maximum likelihood estimator are 

inadmissible  
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