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Abstract—Software Defined Network (SDN) is more 

dynamic, manageable, adaptive and programmable 

network architecture. This architecture separates the 

control plane from the forwarding plane that enables the 

network to become directly programmable. The 

programmable features of SDN technology has 

dramatically improved network efficiency and simplify 

the network configuration and resource management. 

SDN supports Open-Flow technology as forwarding 

function and centralized control successfully. Wireless 

environment has recently added to the SDN infrastructure 

that has rapidly emerged with Open-Flow protocol. To 

achieve more deterministic network behaviors, QoS 

provisioning is a necessary consideration. In this paper, 

the Spanning Tree Protocol (STP) has applied on a 

SDWN and then analyzed the Quality of Service (QoS) 

using Mininet-Wifi. STP protocol is used to suppress the 

occurrence of broadcast streams and observe the 

performance of the QoS parameters. Various parameters 

that determine QoS, such as, bandwidth utilization, 

packet transmission rate, round trip time, maximum 

obtained throughput, packet loss ratio, delay time is 

analyzed for different base stations defined in the SDWN 

architecture. 

 
Index Terms—QoS, Software Defined Wireless 

Networks, Mininet-Wifi, Spanning Tree Protocol. 

 

I.  INTRODUCTION 

Software Defined Network (SDN) architecture 

provides a key technique to be used for the next 

generation network [1]. SDN promises to gain a 

significant improvements of the network performance by 

operating control plane and data plane separately based 

on Open-Flow (OF) protocol. Whereas in the traditional 

network system, packet forwarding and controlling 

performs in the same device that is not capable of 

adapting the growing challenge of network topology. To 

operate the emerging network requirements, SDN has 

developed a more flexible architecture by using Open-

Flow protocol upon the traditional network infrastructure. 

Open-Flow controller and switch perform this function, 

providing with standard routing and forwarding [2] 

technique. The data controlling actions are controlled by 

a software or hardware based centralized controller and 

data forwarding task has performed by a hardware core 

device [3]. This enables the control plane to be directly 

programmable which makes it suitable in the field of 

research. Data plane functionality contains features such 

as quality of service (QoS) [4]. The overall performance 

of a network topology depends mostly on the parameters 

of QoS. The present goal of SDN is to design a network 

that is capable the maximum improvement of QoS 

parameters. SDN supports many new types of 

opportunity to implement the QoS provisioning more 

dynamically. 

In recent decades SDN has interested the wireless 

networking technology [5] and wide spread of wireless 

coverage. Software Defined Wireless Network (SDWN) 

provides programmatic centralized control of the network 

outside the Access point to reduce the complexity of 

network traffic control and management [6]. This type of 

flexibility is only possible using Open-Flow protocol and 

thus ensures the highest degree of QoS that can help to 

meet the future goals of wireless network. 

For better traffic control, network elasticity and loop 

protection are required. The Spanning Tree Protocol (STP) 

is developed (IEEE 802.1D) to address this problem. To 

analyze the performance of SDWN, spanning tree 

protocol (STP) has applied here and make the network 

more smooth. In a wireless coverage when a broadcast 

ARP request message finds any looped portion, it will 

reduce the network performance. Redundant occurrence 

of broadcast frame effects on the quality of the services 

of the network and prevent to obtain the accurate results. 

For the reliance and desirable operation across a network, 

spanning tree protocol has applied to suppress the 

occurrence of broadcast stream [7]. On the analysis of the 

performance of QoS parameters in this wireless network 

the basic STP is more applicable rather than MSTP, 

RSTP, PVST+ [8] etc.  

This paper introduces QoS analysis in a SDWN using 

STP mechanism. It is an Open-Flow enabled architecture. 

STP is responsible to ensure the more flexible evaluation. 

It will help to operate the network with QoS optimization. 

The performance of the network is analyzed based on 

various QoS parameters. The result will show the 

maximum reachability across the network. The 
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performances will be obtained from TCP and UDP flows. 

The rest of the paper is organized as follows. Section-II 

describes a literature review with research gap. Section-

III describe the research methodology. The problem 

description presents in section-IV. The SDWN planning 

has described in section-V. Section-VI is about proposed 

network design and implementation. The most important 

part, simulation result is described in section-VII. Finally, 

Section-VIII concludes the study with future work. 

 

II.  RELATED WORK 

Recent studies in the field of SDN have emphasized in 

the performance analysis of Open-Flow based network 

architecture [3], [10]. In the discussion of [3] Open-Flow 

network architecture was implemented in a small wired 

network using Mininet. This may not be applicable in 

wireless technology. Again at [10], has proposed the 

comparison of various Open-Flow based network 

architecture with the traditional network architecture. 

Moreover, the opportunity and the challenge of applying 

SDN to the wireless architecture has been proposed in [5]. 

There needs another way to analysis the performance 

result of SDWN. The configuration of SDN with STP 

based on Open-Flow switch run successfully on the 

simulation of [14]. The main research gap at [14] is that it 

skips QoS analysis of the desired network. Rather at [22] 

has proposed an optimal routing strategy for 

heterogeneous wireless sensor network in term of QoS 

requirements. The main purpose of this was to ensure a 

better QoS. In paper [13], STP was called for better 

traffic control and QoS management. It was based on 

different Ethernet topology. The STP mechanism was 

applied on a Bridge-LAN environment to improve QoS at 

[23] also. This indicated that STP is the right approach to 

ensure a high degree of QoS. In [24], QoS control 

framework has developed using Open-Flow. That was 

especially for the automated fine-grained management of 

converged network fabric. MonSamp [11] introduced an 

SDN based traffic monitoring architecture for QoS 

analysis.  That was designed with necessary SDN tools 

using Open-Flow. For improving QoS, an Open-Flow 

enabled network was introduced in [19]. The goal was to 

allow multiple packet schedulers.  

Yet, there has been a lack of analyzing the QoS 

performance in the SDWN. In this regard, the QoS needs 

to be analyzed in the SDN based wireless environment. 

The central goal of this experiment is to analysis the 

performance of QoS parameters in SDN based wireless 

framework using STP. Afterwards that, the Mininet - 

Wifi emulator [6] has visualized the performance of 

various QoS parameters in each portion of the wireless 

network by executing python API. 

 

III.  METHODOLOGY 

In this evolution an Open-Flow based SDN approach 

has used on a wireless network. The Software-Defined-

Wireless-Networking (SDWN) has a great capability to 

form a large area coverage network. To obtain the 

performance results of QoS parameters in a large-scale 

SDWN, need a supporting simulation tool which can 

provide sufficient prototypes in different layers of the 

OSI model. A number of simulation tools such as 

Network Simulator-2 (NS2) [15], Network Simulator-3 

(NS3) [16], OMNET++ [17], Riverbed [18], and 

MATLAB have been studied for this purpose. For 

evaluating a SDWN architecture Mininet-Wifi has found 

as a suitable emulator tools. To support of research on OF 

based Software-Defined-Wireless-Networking (SDWN), 

Mininet-Wifi emulator provides rich experimental 

prototypes by running a number of virtual Access-Points, 

Base-Stations, Controllers, Switches, and wireless-links. 

The Mininet - Wifi emulator uses basic Linux traffic 

control tools to emulate the QoS parameters of SDN 

based wireless network. The Iperf traffic generator tool is 

used in the Linux kernel to generate communication 

traffic [9]. The QoS metrics can be gathered on almost all 

layers of the ISO OSI model [11]. 

The mininet's python API of Wifi environment has 

been used to connect different APs of the Mininet-Wifi 

virtual network to different remote controller and proceed 

them. There are number of Python classes which 

comprise Mininet's API Wifi environment. Spanning 

Tree Protocol is used to detect and prevent loop structure 

in the network‘s portion. STP protocol is applied in SDN 

based wireless network by using python script. The TCP 

and UDP background traffic has generated in a different 

manner for this experiment. 

 

IV.  PROBLEM ANALYSIS 

In a network topology Quality of Service (QoS) is the 

overall performance of the network to the end users. The 

management of QoS has become more crucial on wireless 

networks. An SDN policy-based management framework 

should be developed for better management on data and 

control plane with necessary QoS parameters [19]. To 

allow the computer network more useful first of all it is 

essential to ensure the performance of QoS parameters. 

The performance analysis of a network should be 

considered several related aspects of a network service 

like throughput, bandwidth, latency, delay, jitter, bit rate, 

etc. This measurement is executable when the network 

traffic is transferred from source to destination for a 

specific purpose. To transfer traffic safely it is must to 

ensure a single active path. The spanning tree protocol 

(IEEE 802.1D) can apply to this typical access network 

and better traffic control. In real time application when 

the capacity of the network is limited it is required to 

guarantee QoS. For real time service the bit rate may be 

too low to a certain data stream when disparate users 

have shared the same network limited resource. The data 

streams are unable to transfer between source and 

destination causes the drop of packets. It results in 

uneven delay of transmission. To identify the origin of 

network problem in transmission it is most needed to 

analyze the performance of different QoS parameters. 

Both network administrators and users require a 
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network of high bit rate, low latency, low bit error 

probability that affects the overall performance of a 

network. When the performance of any parameters is not 

smooth network congestion will take place. This causes 

the degradation of network service quality. As a result the 

simulation cannot show reliable performance in the field 

of QoS. That will be happened like this, if any bad 

performance is detected in a single flow, it will suffer 

other flows which relate to it. 

 

V.  SDWN PLANNING 

  The growing challenges of wireless networks can be 

effectively mitigated using SDN. It offers a logically 

centralized control plane for the networks which greatly 

improves users QoS. The centralized nature of SDN 

enables a significant reduction in control traffic that 

increases rapidly with the introduction of new services. 

The SDN based wireless structure can operate the 

multiple controllers in a given area to allow users to 

connect to any Access Points that the operator it may not 

belong to. 

This experiment shows the implement of SDN in a 

wireless network. SDN supports multiple QoS 

functionality and flexibility in a wireless network. It 

enhances radio access networks with centralized 

programmability [20]. The logical centralization of 

SDWN offers the ability to provide QoS provisioning. 

Routing protocols are used as control plane element. In 

this method, Spanning Tree Protocol (STP) has used as a 

routing protocol to determine the best path through a 

network. To determine the best path means do not have 

any cycle of broadcast streams. Such that the network can 

show actual performance. 

The features of QoS have analyzed at data plane. It can 

be obtained at the time of forwarding packets from source 

to destination. The main functionality of data plane is 

how a packet is forwarded or being dropped. In this paper 

the SDWN framework has a centralized routing control 

plane (using STP) separated from the forwarding data 

plane to obtain more flexible and effective network 

performance. 

Mininet-Wifi network simulator is chosen for 

constructing the large-scale wireless network and 

analyzing the QoS performance. The simulation indicates 

that the results depend mostly on the topology and the 

tree optimization method. QoS policy-based SDWN 

management framework is developed to program a 

network with necessary QoS parameters. 

 

VI.  NETWORK DESIGN AND IMPLEMENTATION 

A virtual wireless network has created using the 

python API and executed in Mininet-Wifi command line 

interface (CLI). The network includes Base Stations 

(STAs), Access Point (APs), controller (C1) and virtual 

wireless connectors. The network model has designed 

with 8 Aps and 16 STAs which are controlled by an OF 

controller. Every two stations are under an Access point 

and the STAs associated with different APs can 

communicate among them. PING is used to reach one 

STA to another STA. MAC addresses and IP addresses of 

each STA is defined by Python code. Each STA has a 

unique IP address. All APs are configured with the 

centralized controller. To operate this process some 

common simulation parameters have been tabulated in 

Table 1.  

Table 1. Type Sizes for Camera-Ready Papers 

Parameter Description 

Number of Access Point (AP) 8 
Number of Base Station (STA) 16 
Controller 1 
Number of Transmission 10 
TCP window size (default) 85.3 kbyte 
UDP buffer size (default) 208 kbyte 
Data rate Auto calculated 
Start time Uniform 
End time Infinite 

 

There are two scenarios have created. One is observed 

the response of SDWN topology having network looped 

portion, which is entitled as ―Without STP‖ and another 

is ―using STP‖ which has analyzed the QoS performance. 

The both scenarios have the same parameters and values 

such as ACK status, traffic destination, data rate, number 

of APs, network dimension and so on. The MAC protocol 

is used for access to the medium and for the diagnosis of 

failure in either the medium or the transceiver which 

attaches to the medium. The layout of SDWN 

architecture is as depicted in Fig. 1. This is the promising 

architecture of SDWN of this analysis.  

 

 

Fig.1. Network Model with Loop Portion 

A.  Network topology having looped portion (without 

applying STP) 

In this section, the SDWN model is considered with 

loop portion and STP has not applied yet. The topology 

has been run into Mininet-Wifi to evaluate the 

performance. After running successfully, it is required to 

test the connectivity among the STAs. 

Connectivity test in Fig. 2, explicit that only 16 

communicating route has connected successfully among 

240 test result. The ICMP transmission and receive is 

only possible to the connected STAs. But 93% of 



64 Analysis of QoS in Software Defined Wireless Network with Spanning Tree Protocol  

Copyright © 2017 MECS                                                I.J. Computer Network and Information Security, 2017, 6, 61-68 

connections are dropped. This causes a large amount of 

packet lost. 

 

 

Fig.2. Connectivity Test 

The ‗X‘ sign in Fig. 2, indicates that, the echo request 

packets cannot be transmitted between these two stations. 

When ICMP message is exchanged between these 

stations, it may be dropped and more delay will be 

occurred. Timeout or No route found may be resulted. 

Fig. 1, shows network loop has been found among ap5, 

ap6, ap7 and ap8. This situation prevents to communicate 

the corresponding base stations (STAs) under each access 

point (AP) with other base stations (STAs) of different  

Access Points (APs). Then the source ARP broadcast 

request messages cannot be reached in its destination. 

The destination is unreachable because the data streams 

find loop sections and causes the continuous occurrence 

of broadcast streams until it is time out. This may reduce 

the network performance significantly. That means it will 

not possible to get the exact result of QoS analysis. 

The destination STA resolves the physical address of 

the source STA to start execution. The source is waiting 

for an ARP reply message from the destination. To 

evaluate such a case any two STAs of different APs 

(suppose sta11 and sta81) can be defined as source and 

destination respectively. If the source request messages 

cannot reach its destination the ping result shows 

destination is unreachable. This happens when the ARP 

requesting broadcast messages cannot reach to its 

destination for a network's loop. Fig. 3, display the ping 

statistics of 10 packet transmission between the source 

and destination. The output will be 9 bit errors, 100% 

packet lost and a 1046 ms delay. This result shows that 

network traffic is a failure. When this situation arises, it is 

quite impossible to get the exact QoS performance. Thus, 

it must be ensured to transfer the packet smoothly. 

 
 

 

Fig.3. Transmission Result between Sta11 and sta81 

To evaluate the network service, it needs to ensure a 

loop free architecture. Let analyze the network 

performance by using STP. 

B.  QoS measurement of SDWN using STP 

The Spanning Tree Protocol is used to reduce the 

network's loop. The STP mechanism first identifies the 

active redundant links of a topology to prevent the 

possible looping by suppressing them. Thus the 

promising SDWN architecture (network model with STP) 

can be obtained by applying STP which breaks the link 

between ap8 and ap7. In the spanning tree structure the 

total numbers of the optimal link (Nol) between the 

access points across the network can be defined as: 

 

Nol = Napi – 1; when   Napi > 1            (1) 

 

Otherwise, 

 

Nol = 0; when Napi < 1 

 

The number of the Access Point is = Napi. 

The number of total links between the APs across the 

network is = Nol. 

After suppressing the redundant link between APs the 

network should have total link equal to Nol.  When Nol is 

greater than 0 the transmission can take place. Then the 

topology has been run again into mininet-Wifi following 

STP. The new configuring network performance shows 

an optimal result with minimum packet drops and 

maximum reachability. It helps to obtain a complete 

analysis of simulation result that focus on the 

performance of the QoS parameters.  

Algorithm1. Pseudocode description of SDWN with 

STP. 

 

VII.  RESULT AND ANALYSIS 

QoS provisioning encompasses the ability of the 

1 number of access point=Nap; number of base 

stations=Nsta. 

  Set Mac and IP for all base stations. 

  Set position, Id and mode for all access points 

  

2 For (i=1:Nap) 

    3    For (i=1:Nsta) 

    4       Add.link (APi, STAij) 

     

    5 For (i=1:Nap) 

    6    while (APi.neighbour!=visited) 

    7       {   Add.link (APi, APi.neighbour) 

    8              APi.neighbour=visited 

               }   

 

    9 start Controller C 

    10 For (i=1:Nap) 

    11    start (APi, C) 
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network to provide QoS to the end users such that it 

meets the service needs of certain applications. This 

section describes the QoS parameters, related to several 

aspects of the network service. In this simulation 

transmission delay, max-min RTT, bandwidth utilization, 

average jitter, throughputs and packet loss rate has been 

considered. The STA11 is considered as source base 

station and all other base stations are considered as 

destinations. This process can evaluate the QoS 

performance in every portions of the network. 

A.  Transmission Delay 

The measurement of delay is the total time taken for a 

message to travel from source to destination across the 

network that will experience due to network congestion. 

Accounting time consumed in different part of a network 

to send packets from source to destination can be 

expressed as follows. 

 

D end-end = N [dproc + dqueue + dtrans+ dprop]     (2) 

 

Where, 

 

Dend-end = End - to - End Delay; 

dproc = Processing Delay; 

dqueue= Queuing Delay 

dtrans = Transmission Delay; 

dprop = Propagation Delay; 

N = Number of links (Number of routers + 1)  

 

At first the packet header needs nodal processing to 

check bit errors and determine transmission link that will 

result processing delay. Transmission delay is the amount 

of time to push the packet‘s bits onto the link as a 

function of packet length (L) and link bandwidth (R) that 

can be defined as L/R. In wireless communication the 

propagation delay depends on the speed of light (c) in the 

medium for a signal to reach its destination, that means 

the propagation time can be defined as d/c where d is the 

distance between the source and destination. This 

experiment defines STA11 as the source and all other 

STAs as destined to test the reachability in every station. 

The execution of (2) can be computed as DSTA11-STA82 = N 

[dtrans + dprop + dproc + dqueue] = 9013ms. Fig. 4, shows the 

amount of transmission delay for each of the destination 

STAs from the source STA. 

 

 

Fig.4. Overall Delay across the Network 

B.  Round Trip Time (response time/latency) 

RTT is the time between a request for data and the 

complete return of that data from source to destination. It 

can be obtained by performing ping between the source 

and destination. Actually the interval between the probe 

packets are considered in latency whether round trip time 

has also taken the amount of time for packet processing at 

the destination. The ping results of latency for each 

packet must between the range of min RTT and max RTT. 

Equation (3), calculates the RTT for a packet 

transmitted from source to destination. RTT includes time 

‗Td’ at receiving packet and ‗Ts’ at sending packet. The 

maximum, minimum, average RTT can be calculated 

from the n’th numbers of packet. 

 

L=i × (Td – Ts).                             (3) 

 

L=Round trip time 

i=interval between the probe packets 

Td=time needed to receive the packet 

Ts=time needed to send the packet 

max RTT=Max(L1,L2,……..,Ln) 

min RTT=Min(L1,L2,……….,Ln) 

Average RTT= (L1+L2+…… +Ln) /n 

Where, n= number of packets to be transmitted. 

 

Fig. 5, shows the maximum and minimum RTT in each 

of the destination STAs. From this it can be defined that 

the obtaining RTT values will be the range of max RTT 

and min RTT for each STAs. 

 

 

Fig.5. RTT Statistics of Min and Max 

C.  Bandwidth Measurement 

The overall performance of a network depends on the 

efficient utilization of bandwidth. Because the rate of 

packet drop depends much on it. The effective bandwidth 

can be calculated as (4). 

 

 
  

        

Amount of bits

Time duration Speed of transmission medium

   (4) 

 

The amount of bandwidth is the potential measurement 

of data across the transmission medium. In this 

experiment, the TCP achievable bandwidth is calculated 

in both source (STA11) and destination (STA12 to 
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STA82) for a single packet transmission. For each 

transmission the source shows almost same bandwidth 

performance. The destinations show maximum 

bandwidth utilization. This graph is as follows. 

 

 

Fig.6. Bandwidth Source Vs Destinations. 

Fig. 6, shows the execution results of bandwidth 

utilization at source and destination. Each STA has two 

bar units, the first one is source bandwidth and the second 

one is for destination bandwidth. This experiment defines 

STA11 as the source for all other destination STAs.  

D.  Jitter 

Jitter or packet delay variation is the variation of delay 

at packet transmission. Delay variation can be introduced 

as the time variation between packets arriving along the 

communication path.  In this simulation UDP background 

traffic has generated to measure accurate result. Packet 

delay variation (PDV) can be also expressed as the 

average of the deviation from the network mean latency. 

The delay variation of packet depends on the successive 

transit delay between the entry and the exit nodes. 

Equation (5), shows the average of the absolute 

difference in the time it took for successive packets to 

reach the destination. 

 

   
1

1

i i
Jn Tn Jn Tn

n


   


             (5) 

 

Here, 

 

Jn = PacketArrival 

Tn= PacketStart 

 

Fig. 7, shows the result of jitter against packet 

sequence for each destination. The number of transmitted 

packets is 10 for each source to destination. Note that the 

number mentioned here is not the exact representation of 

the data. They are thinking about to make the calculation 

clear. Thus the average jitter is the average of delay 

difference in successive packet.  

 
Fig.7. Jitter Vs Packet Sequence. 

E.  Throughput 

Throughput is the actual measurement of data 

transferred through a network. It can be defined as the 

data transfer rate that is delivered to all terminals across 

the network. It is measured in terms of the total number 

of transferring packets divided by the total amount of 

time it has taken during transmission. This can be 

obtained it from: 

 

     

 

number of transmitted packets bandwidth

transmissiontime


     (6) 

 

The number of transmitted packets indicates the actual 

number of packets reaching the destination, bandwidth is 

the potential measurement of data transmission, 

transmission time was calculated as the difference 

between the time the first packet started and the time the 

last packet reached the destination This experiment 

calculate the amount of throughput for the transmission 

of ten packets for every station (STA12 to STA82) from 

the source station (STA11). Fig. 8, is the representation 

of throughput measurement against the number of packet 

sequence. 

 

 

Fig.8. Throughput Vs Packet Sequence 

F.  Packet Loss Rate (Lost/Total) 

Packet loss is occurred due to bit errors, erroneous 

wireless network, insufficient buffers, network 

congestion, overloaded channel, etc. To ensure a high 
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QoS, packet loss rate should be minimum. In this 

simulation of SDWN the packet lost rate has been 

observed. Packet loss can be measured as the percentage 

of lost packets with respect to the packet sent. Equation 

(8) can be derived to detect the packet loss using TCP and 

UDP measurements. 

 

PLtotal = (PStotal /PRtotal) × 100%.          (7) 

 

Where 

 

PLtotal = Total packet loss 

PStotal = Total packets sent 

PRtotal = Total packets received 

 

The total number of packet drops during transmission 

between sources and destination is almost minimized, 

that causes the better performance of network protocol. 

The details of the QoS performance for SDWN has 

presented in the result analysis section. The goal was to 

compare different types of service flow with respect to 

QoS parameters such as delay, max-min RTT, bandwidth, 

average jitter, throughput and packet loss rate. An SDN 

based wireless environment is used to simulate and 

analyze the various network conditions and load on QoS 

parameters. The mean deviation for any distinct 

parameter is almost minimum in each of the base stations. 

This proves that the number of increasing base station has 

no effect on the QoS performance across the network. 

Thus, it has become a smooth and suitable architecture to 

operate. 

 

VIII.  CONCLUSIONS 

In the paper, the general concepts of Quality of service 

(QoS) in SDN based wireless network was studied. The 

STP network architecture was presented and the 

OpenFlow features that enable end-to-end QoS 

mechanism in the network were discussed. Various QoS 

parameters that are supported in SDWN were simulated 

using mininet-Wifi. 

The performance of different QoS parameters like 

bandwidth utilization, max/min jitter, throughput, packet 

loss, and average delay were analyzed. In general, it was 

observed that the network could not perform accurately in 

the loop portion. It can be concluded from the results that 

the STP protocol has applied across the network to make 

the network more smooth and measure the exact 

performance. The TCP and UDP flow is indeed to 

analyze the performance between senders and receivers. 

Maximum and minimum bandwidth utilized at each STA 

was obtained from the flow of network traffics. Ping 

command generated the total delay and round trip time 

(rtt) between the source STA11 and each of the 

destination STAs. UDP test captured affecting throughput, 

network jitter, and packet loss during transmission. 

The experiment has lower packet loss and better 

performance in respect to the packet out of order delivery. 

During the analysis STP performs an efficient result than 

without STP in the network. In this technology the 

performance of QoS parameters is more efficient as the 

network control is outside of the forwarding control. 

Load balancing, queue management, QoS improvement, 

network protocol analysis of an SDN based wireless 

network may be the future scope on the basis of this 

methodology. 
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