Secure and Optimized Authentication Scheme in Proxy Mobile IPv6 (SOAS-PMIPv6) to reduce Handover Latency

Arun Kumar Tripathi  
Kiet Group of Institutions, Ghaziabad, India  
E-mail: mailtoaruntripathi@gmail.com

J. S. Lather  
National Institute of Technology, Kurukshetra, India  
E-mail: jslather@gmail.com

R. Radhakrishnan  
E-mail: ramaswamiradhakrishnan@gmail.com

Received: 07 August 2017; Accepted: 25 August 2017; Published: 08 October 2017

Abstract—Advancement in wireless technologies allows mobile devices to access Internet from anywhere at any time.

Each network is identified by unique IP address. Mobile IP allows a mobile node to change its network without changing IP address. Internet Engineering Task Force (IETF) has suggested several mobility management protocols such MIPv6, HMIPv6, PMIPv6 etc. for perpetual mobility. MIPv6 is a Host-Based Mobility Management (HBMM) protocol and provides global mobility solution to the mobile node. MIPv6 suffers from basic mobility related problems such as handover latency, packet loss etc. Recently the IETF has suggested Network-Based Mobility Management (NBMM) protocol. The Proxy Mobile IPv6 (PMIPv6) is first NBMM protocol. PMIPv6 significantly decreases the signaling overhead, but still has some issues related to the security, handover latency and packet loss. This paper proposes Secure and an Optimized Authentication Scheme in PMIPv6 (SOAS-PMIPv6) to reduce signaling overhead. The proposed scheme provides higher security than the basic PMIPv6 protocol and moreover reduces the signaling cost with respect to contemporary protocols. This paper performs comprehensive analysis on handover latency, packet delivery cost, packet loss etc. and the performance of protocols is mathematically investigated. Numerical result shows that the proposed scheme has improved performance than the MIPv6 in terms of handover latency and provides optimized security than PMIPv6 based protocols.

Index Terms—Mobility Management, Proxy Mobile IPv6, Hanover Latency, Packet Loss, Signaling Cost, Performance Analysis.

I. INTRODUCTION

Due to the rapid development in the electronics industry, mobile devices such as wearable devices, mobile phones, tablets, laptops, and PDA etc. are introduced. To offer ubiquitous high-speed Internet services, the IETF has introduced Mobile IP with two standards: version 4 and version 6 for the HBMM. These versions are known as Mobile IPv4 (MIPv4) [1] and Mobile IPv6 (MIPv6) [2] respectively.

In MIPv6, the Mobile Node (MN) is accountable for the identification of its present point of attachment and maintaining connectivity to the Internet while switching between access routers. MIPv6 suffers from the unnecessary signaling overhead and duplicate address detection. This results higher handover latency and substantial packet loss. The subsequent version of the HBMM protocols, e.g. Fast Mobile IPv6 (FMIPv6) [3] and Hieratical Mobile IPv6 (HMIPv6) [4] etc. are proposed to overcome from problems associated with standard MIPv6. Above protocols reduce the handover latency, but not up-to mark. Although MIPv6 and its subsequent protocols allow the MN to maintain ongoing communications while moving from one subnet to another. Still, these protocols are not implemented in real life till yet because of two basic reasons: (i) it requires installation of mobility stack on each mobile node and (ii) the MN has limited battery power and most of the power may get consumed in signaling overhead.

In 2008, to overcome from problems associated with the HBMM protocols, the IETF has proposed the Network-based Localized Mobility Management (NETLMM) protocol. The first known NETLMM protocol is the PMIPv6 [5] [6]. It reduces signaling overhead considerably. However, it is still suffering from security issues. In PMIPv6 the network entities are
responsible for mobility related signaling overhead. The network entities are connected through uninterrupted power supply and have faster processing capabilities. Therefore, PMIPv6 provides fast and efficient handover management. This paper proposes a modification in the PMIPv6 authentication procedure by reducing the signaling message exchanged among network entities, which further reduces the delay of MN registration. The proposed SOAS-PMIPv6 is an efficient scheme than PMIPv6 [7] and secure scheme than basic PMIPv6.

The researchers have proposed a number of techniques for evaluation of mobility management. The analytical models can be categorized as random-walk-through models, fluid-flow models, simple numerical calculation-based approaches, and Markov-based models etc.

In this paper, a simple numerical calculation based approach [8] is used for analyzing the results of the proposed model. Initially, the paper explores the existing HBMM and NBMM protocols. Afterward, SOAS-PMIPv6 is proposed to reduce signaling overhead and packet loss in PMIPv6.

The rest of the paper is structured as follows. Section II deals with basic host-based and network-based mobility management protocols. In the section III describes the proposed work. Section IV deals with quantitative analysis based on handover latency, packet delivery cost, total cost and packet loss. The section V deals with result analysis among MIPv6, PMIPv6 and SOAS-PMIPv6. In section VI the paper is concluded.

II. Related Works

In this section, basic existing host-based mobility protocol, i.e. standard MIPv6 and network-based mobility protocol i.e. PMIPv6 are discussed.

A. Standard Mobile IPv6 (MIPv6)

In the HBMM protocols [2] [7] the mobile entities are responsible for all mobility related signal. To achieve this the MN must be capable of managing mobility by itself. In MIPv6, the MN is uniquely identified by an address, irrespective of its point-of-attachment to the Internet. Within Home Network (HN), this unique address is known as Home Network Address (HoA). On the other hand, when MN is crosses the boundary of home network and visits to another network, it is still addressable by one or more unique addresses known as Care-of-Address (CoA). A router with special capabilities in home link is known as Home Agent (HA) and while in foreign link this router is known as Foreign Access Router (AR). The HA maintains Binding Cache Entry (BCE) for all MN’s participating in mobility. Packets from the Correspondent Node (CN) to the MN are intercepted by the HA. The HA searches for an entry of the MN in the BCE. If entry found in the BCE, all packets are forwarded to the HoA or the CoA based on MN’s location. Fig. 1 shows packet delivery procedure from the CN to the MN, when the MN is in the HN.

- Singling flow in MIPv6: Fig. 4 shows the message or signaling flow in MIPv6. Each step is described as follows:

  Step 1: As MN boots up (power on) or moves to a new network, after crossing the boundaries of the HN network. It sends multicast Router
Solicitation (RS) message to locate Access Routers (AR) on the link.

**Step 2:** On receiving the RS message, all AR in the range of the MN response back to the MN by sending Router Advertisements (RA) messages. The RA messages include information such as network prefixes, the link Maximum Transfer Unit (MTU), routes specification, etc.

**Step 3:** Based on the RA messages that the MN received from neighboring ARs, the MN selects a Candidate Access Router (CAR) for further communication and extract 64-bits of network prefix its RA message. The MN also generates one or more 64-bits suffix.

![Fig.4. Signaling diagram in MIPv6](image)

**Step 4:** One of the 64-bit suffix is appended to the 64-bit prefix, to generate 128-bit unique global address. This generated address is known as Tentative Care of Address (TCoA). To verify the uniqueness of TCoA, Duplicate Address Detection (DAD) process is performed.

**Step 5:** For the DAD, the MN broadcasts Neighbor Solicitation (NS) message containing TCoA to all MN on the local link. After receiving the TCoA, all neighboring nodes compare their own address with the received TCoA. If any neighboring node finds the TCoA is same as address that it has. It immediately responds to defend it’s an address by sending Network Advertisement (NA) message to the MN. Now, the MN again performs step 4 and 5 to find unique TCoA on the local link.

**Step 6:** If MN doesn’t receive the NA message within a reasonable time interval [2], it shows the success of the DAD. Now the TCoA is considered as unique on the link and this TCoA is immediately assigned as Care of Address (CoA) of MN.

**Step 7:** As the CoA is assigned to the MN, it immediately informs to the HA about its present location by sending the Binding Update (BU) message. On receiving the BU, the HA immediately updates or creates the BCE to update or create new point-of-attachment of MN.

**Step 8:** The HA also responds back to the MN about successful registration. For this, the HA sends the Binding Acknowledgement (BA) message to the MN.

**Step 9:** The triangular routing is responsible for the packet loss. To overcome from it, MN sends two messages HoTI via HA and CoTI directly to the CN. The HoTI message contains home-init cookie and requests for a home keygen token from the CN. Similarly, CoTI message contains care-of init cookie and requests for a care-of keygen token from CN.

**Step 10:** The CN send HoT and CoT messages in response HoTI and CoTI respectively. The HoT is sent via HA and CoT directly to the MN. The HoT contains home keygen token, home init cookie and home nonce index. Similarly, the CoT contains care-of keygen token, the care-of init cookie and care-of nonce index.

**Step 11:** After receiving the HoT and the CoT messages, the MN compares the received messages for verification and after successful verification, the MN sends the BU message to the CN. The purpose of this message to notify about present location i.e. present the CoA of the MN to the CN.

**Step 12:** After receiving the BU from the MN, the CN immediately updates its BCE with the present CoA as well as inform to the MN about the BCE update by sending the BA.

**Step 13:** The BA message works as an indication about successful route optimization. Now, the MN communicates directly to the CN without participating the HA in communication.

### B. Proxy Mobile IPv6 (PMIPv6) Protocol

The network-based mobility management approach has numerous advantages over the host-based mobility management approach. In network-based mobility management protocols, the MN neither requires special security configurations nor special software update for providing IP-based mobility support. PMIPv6 [8], [9] reuses basic concept of the standard MIPv6. It works in Localized Mobility Domain (LMD) without involving the MN in mobility related signaling. All the mobility related signals are carried out by network entities. These entities are Mobile Access Gateway (MAG), Local Mobility Anchor (LMA) and Authentication, Authorization, Accounting (AAA) server. The MAG in PMIPv6 has the same responsibilities as the AR in standard MIPv6 with some additional capabilities. The MAG is positioned in between the MN and the LMA. The basic responsibility of the MAG is Movement Detection (MD) of the MN and...
initiation of mobility signaling on behalf of the LMA. Fig. 5 shows the MN’s movement in LMD.

The MAG requests to the AAA server for necessary security checks in order to verify the MN’s identity. After successful authentication from the AAA server and the MAG sends Proxy Binding Update (PBU) message to the LMA. The LMA responds to the MAG with Proxy Binding Acknowledgement (PBA) and then MAG setups a bidirectional tunnel for communication between the MAG and the LMA. All traffic from the LMA to the MN and from the MN to the LMA passes through the established tunnel. The MAG is also responsible for maintaining the Binding Update List (BUL). The BUL contains the information about all MNs to that are attached to individual MAG. Moreover, the LMA in a LMD is similar to the HA in standard MIPv6 with some supplementary capabilities required to support PMIPv6.

LMA works as a topological anchor point for LMD. LMA allocates Home Network prefix (HNP) to the MN and maintains the BCE. The BCE binds the IP address of the MN with the Proxy-Care-of Address (P-CoA). The P-CoA is the unique address, which is configured on the interface of the MAG at the bidirectional tunnel endpoint. The MN can communicate with the CN with the help of assigned P-CoA.

- **Signaling flow in PMIPv6:** Fig. 6 shows message or signaling flow in PMIPv6. Each step is described as follows:

  **Step 1:** When a MN arrives into new LMD after leaving previous one or switch the power on in the existing LMD. The MAG immediately detects the presence of the MN.

  **Step 2:** After detecting attachment, the MAG is responsible for verification of the MN’s identity. For verification of MN’s identity, the MAG requests to the AAA server by sending the MN-Identifier (MN-ID). The AAA server verifies the MN-ID from an existing database. If the MN is authenticated successfully, the AAA server responds to the MAG by sending MN’s profile, the LMA ID, and other information stored in the AAA server.

  **Step 3:** At this step, the MAG requests to the LMA for registration of the MN by sending the PBU message. The PBU includes the MN-ID, the P-CoA, the MAG-ID, and the binding lifetime of MN’s etc.

  **Step 4:** After receiving the PBU the LMA sends AAA query message to the AAA server for verification of the authenticity of the PBU sender.

  **Step 5:** The AAA server searches for MAG-ID in its database for verification and if MAG is successfully verified then it immediately responds to the LMA by the AAA response message.

  **Step 6:** After successful verification from the AAA server, the LMA searches for MN’s entry in the BCE, if MNs record is found in BCE, it immediately updates it by new MAG-ID or else the LMA immediately creates new record for the MN in the BCE. The LMA also informs back to the MAG about successful registration by sending the PBA message. The PBA message contains Home Network Prefix (HNP) of MN.

  **Step 7:** After receiving PBA, the MAG establishes a bidirectional tunnel between the MAG and the LMA. This tunnel is responsible for transporting all the data traffic between the MAG and the LMA.

  **Step 8:** The MAG informs about successful registration at LMA to MN by sending the Router Advertisement (RA) message.

PMIPv6 offers an efficient handover mechanism as compared to the MIPv6 for localized mobility. PMIPv6 reduces signaling overhead exponentially with respect to MIPv6. But still suffers from handover latency for real time applications due to signaling overhead.

### III. SECURE AND OPTIMIZED AUTHENTICATION SCHEME FOR PROXY MOBILE IPv6 (SOAS-PMIPv6) SCHEME

The handover latency mainly depends on various factors such as layer-2 switching delay, Layer-3 movement delay, authentication delay, and registration delay etc. In this paper, we have proposed a novel scheme that reduces the authentication delay significantly with respect to the PMIPv6 proposed in [8]. In this scheme, we...
have optimized the authentication process by removing redundant signaling messages.

In the existing PMIPv6 [8] the redundant authentication signal increases the singling overhead. As a result, the PMIPv6 has a higher handover latency and as a result higher packet loss. The authentication is a two-step process. In the first step, the MAG requests for verification of the MN to the AAA server by sending AAA query message containing the MN-ID and after successful verification, the AAA server response back by sending the MN profile to the MAG. In second step, the LMA request for verification of the MAG to the AAA server by sending AAA query message containing the MAG-ID and after successful verification, the AAA server response back by sending the MAG profile to LMA.

In case of SOAS-PMIPv6 scheme, the redundant signaling is reduced by multicast addressing and removes the dual authentication. This process decreases the authentication delay considerably.

- **Signaling flow in SOAS-PMIPv6**: Fig. 7 shows message or signaling flow in SOAS-PMIPv6. Each step is described as follows:

**Step 1**: As the MN migrates to new LMD from old LMD or boots up in same LMD. The MAG immediately detects the presence of the MN and establishes a point-to-point connection between the MN and the MAG.

**Step 2**: To verify the genuineness of the MN, the MAG sends MN-ID along with MAG-ID to the AAA server.

**Step 3**: In the meantime, the MN sends Router Solicitation (RS) message to a particular the MAG by selecting it for communication. The MN can send RS at any moment of time after entering in LMD.

**Step 4**: Once the AAA server verifies the MN’s identity, it sends a multicast message to the MAG and the LMA. The message contains the MN’s profile with the MN-ID, the MAG profile with MAG-ID, and reinforced address configuration mode etc. The LMA receives complete information required for MN’s and MAG’s registration at the LMA. Hence, the MAG has no need to send the PBU message to the LMA explicitly. The multicast message from the AAA server behaves same as the PBU message from the MAG.

**Step 5**: After receiving the response from the AAA server, the LMA immediately allocates the Home-Network-Prefix (MN-HNP) and create an entry with the address of the MAG in the BCE of the LMA. The BCE, encompasses information such as the MN-ID, the P-CoA and the prefix assigned to the MN by LMA. The LMA informs about successful creation of MN’s entry in the BCE by sending the PBA message to the MAG.

**IV. QUANTITATIVE ANALYSIS OF HANDOVER LATENCY COST, PACKET DELAY COST AND TOTAL COST IN MIPv6, PMIPv6 AND SOAS-PMIPv6 SCHEMES**

The root cause of handover latency in next-generation mobile-IP networks is the signaling overhead. The handover process is depends on the Layer-2 and the Layer-3 handover. The Layer-2 handover latency is the time between when the MN disconnects from Current Access Router (CAR) and get connected to the New Access Router (NAR) within same subnet. On the other hand, the Layer-3 handover includes agent discovery, authentication and registration process. The MN experience layer-3 handover as it crosses the boundaries of residing network. For analysis following assumptions are taken into considerations:

a. For analysis of MIPv6, PMIPv6 and SOAS-PMIPv6 protocols under the same network structure, the administrative domain can be applied as follows. In MIPv6, the administrative domain is considered as foreign network and for PMIPv6, it is considered as the home network domain because the MN is free to move in the LMD.

b. It is considered that the MNs can access a visiting network after successful completion of AAA procedure and access delays are same for MIPv6, PMIPv6, and SOAS-PMIPv6 protocols.

c. The elapsed combining MN-HNP with MN’s suffix at interface is negligible.

d. All the delays considered are symmetric.

e. During return routability procedure, the time between the MN and the CN via HA is taken into consideration because it is larger than the required for direct communication between the HA and CN.
This section deals with numerical analysis based on simple numerical scheme among MIPv6 [1], PMIPv6 [8] and SOAS-PMIPv6. Fig. 8 shows network model considered for analysis. The proposed scheme incorporates basic assumptions taken into account in [8], [10], [11], [12], [13], [14]. In PMIPv6, the LMD is the localized mobility domain in which the LMA provides seamless mobility to the MN. There is no special sequence for sending the RS message by the MN to the MAG. After detecting the attachment by the MAG, the MN may send the RS message any instant of time. Therefore, its effect the RA message is not taken into consideration for the analysis.

\[ HLC_{\text{MIPv6}} = T_{\text{MDD}} + T_{\text{DADD}} + T_{\text{AD}} + T_{\text{RD}} \]  

(1)

Where, \( T_{\text{MDD}} \) is the movement detection delay, \( T_{\text{DADD}} \) is the duplicate address detection delay, \( T_{\text{AD}} \) is the authentication delay / access delay and \( T_{\text{RD}} \) is the registration delay. These terms are described as follows:

- Movement detection is described as follows:
  \[ T_{\text{MDD}} = (\text{MinInt} + \text{MaxInt})/4 \]  

(2)

The authentication delay between the AR and AAA server is same as delay between the HA and AAA server. The authentication delay is described as follows:

\[ T_{\text{AD}} = 2 \times (2T_{\text{Authentication}}) \]  

(3)

The registration delay includes registration delay at the HA, route optimization delay and registration delay at CN.

\[ T_{\text{RD}} = HA_{\text{RD}} + CN_{\text{MNROD}} + CN_{\text{RD}} \]  

(4)

Where, \( HA_{\text{RD}} \) is the home agent registration delay, \( CN_{\text{RD}} \) is the correspondent node registration delay and \( CN_{\text{MNROD}} \) is route optimization delay between MN and CN. Each of these delays are explored as follows:

\[ HA_{\text{RD}} = 2(T_{\text{MN-AP}} + T_{\text{AP-AR}} + T_{\text{AR-HA}}) \]  

(5)

\[ CN_{\text{RD}} = 2(T_{\text{MN-AP}} + T_{\text{AP-AR}} + T_{\text{AR-CN}}) \]  

(6)

\[ CN_{\text{MNROD}} = 2(T_{\text{MN-AR}} + T_{\text{AR-AP}} + T_{\text{AP-HA}} + T_{\text{HA-CN}}) \]  

(7)

We have considered that the delay between the AR to the CN through the HA rather than direct delay between MN and CN. Because, delay through the HA is always greater than delay in direct communication between the MN and CN. Therefore, the equation (1) becomes

\[ HLC_{\text{MIPv6}} = T_{\text{MD}} + T_{\text{DAD}} + 4T_{\text{AR-HA}} + 6(T_{\text{MN-AP}} + T_{\text{AP-AR}}) + 2(T_{\text{HA-CN}} + T_{\text{CN-AR}}) \]  

(8)

- **Handover Latency Cost in PMIPv6:** In PMIPv6, the authentication process is required only once for the MN either when the MN enters first time in the LMD boundary or boots-up first time in the boundary of LMD. The handover latency in PMIPv6 affected by the wireless signaling delay between the MAG to the MN, authentication process delay from the AAA server and, the registration process delay. In PMIPv6, for registration process two packets are transmitted one for the PBU and another one for the PBA. To authenticate the MN the MAG exchanges two messages with the AAA server and to authenticate the MAG the LMA exchanges two messages with the AAA server. Thus, total four messages are exchanged. Hence, the handover latency cost in PMIPv6 is described as follows:

\[ HLC_{\text{PMIPv6}} = T_{\text{RD}} + T_{\text{AD}} + T_{\text{MN-AP}} + T_{\text{AP-MAG}} \]  

(9)
The registration delay is described as follows:

\[ T_{RD} = 2T_{MAG-LMA} \]  

(10)

The authentication delay is described as follows:

\[ T_{AD} = 2 \ast 2T_{Authentication} \]  

(11)

Now the equation (9) is represented as

\[ HLC_{PMIPv6} = 4T_{Authentication} + 2T_{MAG-LMA} + T_{MN-AP} + T_{AP-MAG} \]  

(12)

- **Handover Latency Cost in SOAS-PMIPv6**: The proposed SOAS-PMIPv6 scheme optimizes significantly authentication delay process. In PMIPv6, for authentication total four messages are exchanged are exchanges among network entities.

While for authentication in SOAS-PMIPv6 only three packets are exchanged, one unicast packet for MN’s authentication request containing MN-ID and MAG-ID from the MAG to the AAA server and two multicast authentication response packets are transmitted from the AAA server. One message to the MAG containing MN’s successful authentication information and another one to the LMA for updating the BCE entry at LMA. The handover latency of SOAS-PMIPv6 can calculated as:

\[ HLC_{SOAS-PMIPv6} = T_{RD} + T_{AD} + T_{MN-AP} + T_{AP-MAG} \]  

(13)

The registration delay is described as follows:

\[ T_{RD} = T_{MAG-LMA} \]  

(14)

The authentication delay is described as follows:

\[ T_{AD} = 3T_{Authentication} \]  

(15)

Therefore, the equation (13) becomes

\[ HLC_{SOAS-PMIPv6} = 3T_{Authentication} + T_{MAG-LMA} + T_{MN-AP} + T_{AP-MAG} \]  

(16)

**B. Analysis of packet delivery cost incurred in MIPv6, PMIPv6 and SOAS-PMIPv6**

The packet delivery cost depends on various factors such as transmission delay, propagation delay, processing delay and queuing delay. Therefore the packet delay can be expressed as:

\[ PD = T_{TD} + T_{ProcD} + T_{PropD} + T_{QD} \]  

(17)

The \( T_{TD}, T_{ProcD}, T_{PropD} \) and \( T_{QD} \) are transmission delay, processing delay, propagation delay and queueing delay respectively. These delays are defined as follows:

- **Transmission Delay**: It is defined as the amount of time required to transmit all of the packet’s bits into the link. If \( L \) is the length of message and \( B \) is the bandwidth of link, then transmission delay is expressed as follows:

\[ T_{transmission\_dealy} = \frac{L}{B} \]  

(18)

- **b. Processing delay**: It is the time elapsed in scrutinizing the header of packet. The processing time includes the time elapsed for analyzing bit level errors in the packet before sending the packet to the upstream node. The processing speed of sophisticated routers is normally in the order of microseconds or less.

- **c. Propagation Delay**: It is the time that taken by a bit to propagate through the communication channel from a node to the next node. This delay depends of type of transmission media.

- **d. Queueing Delay**: It is the time that a packet elapsed in a queue. The high-speed intermediate routers have incoming and outgoing queue both.

- **Packet Delivery Cost on wired and Wireless Links**: Total packet delivery cost includes, packet delivery cost on wired link as well as wireless link. These cost are defined as follows:

  a. **Packet delivery cost on wired link**: The packet delivery cost for single hop on wired link expressed as follows:

\[ PDC_{wired} = \frac{L}{B_{wd}} + T_{wd} + T_{QD} \]  

(19)

Here, the bandwidth of wired link is represented by \( B_{wd} \), the ‘L’ represents the length of the packet, \( T_{QD} \) represents the average queuing delay of each intermediate router on the Internet. Since, a wired link may have number of hops from sources to destination. Hence, Total delay on wired link can be expressed as:

\[ DPC_{wired} = \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) \ast N_{HOP} \]  

(20)

b. **Packet delivery cost on wireless link**: Wireless links are less reliable than wired. Let \( n_i \) defines the number of wireless link failure [15] and \( P_{wl} \) describes probability that before successful transmission the message fails \( n_f \) times. The mean number of \( n_f \) is expressed as follows:

\[ E_{nf} = \Sigma_{n_f=0}^{\infty} n_f \ast P_{nf} \ast \frac{p_{wl}}{1 - p_{wl}} \]  

(21)

Where, \( P_{wl} \) defines the probability of wireless link failure. Thus, total wireless link delay to deliver packet \( PDC_{\_wireless} \) is expressed as follows:

\[ PDC_{\_wireless} = \left( \frac{L}{B_{wl}} + T_{wl} + T_{p} \right) + E_{nf} \ast \left( \frac{L}{B_{wl}} + T_{wl} + T_{p} + T_{wait} \right) \]  

(22)
Where, $B_{wl}$ represents the bandwidth of wireless link, $T_{wl}$ represents propagation delay, $T_p$ is the processing time of message and $T_{wait}$ is waiting time to ensure that the message has been lost. The waiting time directly depends on Round Trip Time (RTT) and can be calculated as follows:

$$T_{wait} = \rho \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) \quad (23)$$

Where, $\rho$ is the weight factor for waiting time. Hence, delay for single hop wireless link is expressed as:

$$PDC_{wireless} = \frac{(1+\rho P_{wl})}{1-P_{wl}} \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) \quad (24)$$

- **Packet delivery Cost in MIPv6**: After successful route optimization, the MN can communicate to the CN directly. The communication process involves one wireless link and number of wired links depending on number of hops. Packet delivery cost in MIPv6 can be expressed as follows:

$$PDC_{MIPv6} = \frac{(1+\rho P_{wl})}{1-P_{wl}} \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) + \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) N_{HOP} \quad (25)$$

- **Packet delivery Cost in PMIPv6**: The PMIPv6 is a localized Mobility management protocol. The communication process involves one wireless link and one wired link. Packet delivery cost in PMIPv6 can be expressed as follows:

$$PDC_{PMIPv6} = \frac{(1+\rho P_{wl})}{1-P_{wl}} \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) + \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) \quad (26)$$

- **Packet delivery Cost in SOAS-PMIPv6**: The SOAS-PMIPv6 is also network based localized mobility management protocol and communication process involves one wireless link and one wired link same as PMIPv6. Packet delivery cost in PMIPv6 can be expressed as follows:

$$PDC_{SOAS-PMIPv6} = \frac{(1+\rho P_{wl})}{1-P_{wl}} \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) + \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) \quad (27)$$

C. Analysis of total cost incurred in MIPv6, PMIPv6 and SOAS-PMIPv6

Total cost incurred in Mobile IP includes handover latency cost and packet delivery cost.

- **Total Cost in MIPv6**: The total cost in MIPv6 is the sum of handover latency cost and packet delivery cost. The communication process in MIPv6 involves one wireless link and number of wired links depending on number of hops. Total cost is expressed as

$$TC_{MIPv6} = T_{MD} + T_{DAD} + 6(T_{MN-AP} + T_{AP-AR}) + 4T_{AR-HA} + 2(T_{HA-CN} + T_{CN-AR}) + \left( \frac{(1+\rho P_{wl})}{1-P_{wl}} \right) \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) + \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) N_{HOP} \quad (28)$$

- **Total Cost in PMIPv6**: Similar to the MIPv6, the total cost in PMIPv6 represented as sum of handover latency cost and packet delivery cost. It is expressed as

$$TC_{PMIPv6} = (4T_{Authentication} + 2T_{MAG-LMA} + T_{MN-AP} + T_{AP-MAG}) + \left( \frac{(1+\rho P_{wl})}{1-P_{wl}} \right) \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) + \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) \quad (29)$$

- **Total Cost in SOAS-PMIPv6**: The total cost in SOAS-PMIPv6 is describe as summation of handover latency cost and packet delivery cost. The communication process involves one wireless link and one wired link. Total cost in SOAS-PMIPv6 is expressed as

$$TC_{SOAS-PMIPv6} = (3T_{Authentication} + T_{MAG-LMA} + T_{MN-AP} + T_{AP-MAG}) + \left( \frac{(1+\rho P_{wl})}{1-P_{wl}} \right) \left( \frac{L}{B_{wl}} + T_{wl} + T_p \right) + \left( \frac{L}{B_{wd}} + T_{wd} + T_{QD} \right) \quad (30)$$

D. Analysis of packet loss incurred in MIPv6, PMIPv6 and SOAS-PMIPv6

Packet loss [16, 17] is one of critical issue in mobile-IP. During handover process the MN is unable to send or receive data packets and results packet loss. To overcome from packet loss an efficient buffering policy should be implemented at the HA in MIPv6, at MAP in HMIPv6 and at LMA in PMIPv6. Packet loss rate is expressed as product of Handover Latency (HL) and packet arrival rate ($\lambda_p$).

$$PL = HL \ast \lambda_p \quad (31)$$

Thus, we can say packet loss is directly proportional to handover latency and packet arrival rate. To reduce packet loss handover latency should less.

- **Packet Loss in MIPv6**: The packet loss in MIPv6 is expressed as follows:

$$PL_{MIPv6} = \lambda_p \ast (T_{MD} + T_{DAD} + 4T_{AR-HA} + 6(T_{MN-AP} + T_{AP-AR}) + 2(T_{HA-CN} + T_{CN-AR}) \quad (32)$$

- **Packet Loss in PMIPv6**: The packet loss in PMIPv6 is expressed as follows:

$$PL_{PMIPv6} = \lambda_p \ast (4T_{Authentication} + 2T_{MAG-LMA} \quad (33)$$
The handover latency in MIPv6, PMIPv6, and SOAS-PMIPv6 is least affected by wireless link delay because these protocols don’t involve the MN in mobility related signaling. Fig. 9 shows the impact of wireless link delay on handover latency in MIPv6, PMIPv6, and SOAS-PMIPv6. The results show that on increasing wireless link delay the handover latency also increases. The MIPv6 is most affected by wireless delay and SOAS-PMIPv6 is least affected.

![Fig. 9. Impact of Wireless Link Delay on Handover Latency](image)

A. Impact of wireless link delay on handover latency

The handover latency is a critical factor and depends on the signaling overhead. The communication signals are carried out by both wired as well as wireless links. The bandwidth of wireless is much lesser than the wired link and directly impacts on signaling delay. The chances of packet loss are more on wireless link than wired links. The retransmission of lost packets is a burden on network and network devices.

In MIPv6, the binding update process, the DAD process, and the route optimization process use wireless link to transmit the signals. The DAD process is extensively larger than any other delay and main cause of handover latency in MIPv6. The PMIPv6 and SOAS-PMIPv6 are least affected by wireless link delay because these protocols don’t involve the MN in mobility-related signaling.

### Table 1. Symbolic Representation of Parameters and Their Default Values

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{MN-AP}$</td>
<td>Signaling delay between MN and AP over wireless links</td>
<td>10 msec.</td>
</tr>
<tr>
<td>$T_{AP-AR}/T_{AP-MAG}$</td>
<td>Signaling delay between AP and AR over wired link OR Signaling delay between AP and MAG over wired link</td>
<td>2 msec.</td>
</tr>
<tr>
<td>$T_{AR-HA}/T_{MAG-LMA}$</td>
<td>Signaling delay between AR and FA over wired link OR Signaling delay between MAG and LMA over wired link</td>
<td>10 msec.</td>
</tr>
<tr>
<td>$T_{AR-HA}/T_{MAG-HA}$</td>
<td>Signaling delay between the AR and the FA OR Signaling delay between the MAG and the LMA</td>
<td>20 msec.</td>
</tr>
<tr>
<td>$T_{CN-AR}/T_{CN-MAG}$</td>
<td>Signaling delay between the AR and the CN OR Signaling delay between the MAG and the CN (without including HA in communication)</td>
<td>20 msec.</td>
</tr>
<tr>
<td>$T_{HA-CN}$</td>
<td>Signaling delay between the HA and the CN</td>
<td>10 msec.</td>
</tr>
<tr>
<td>$T_{Authentication}$</td>
<td>Authentication delay for the MN or the MAG at the MAG or the LMA respectively</td>
<td>3 msec.</td>
</tr>
<tr>
<td>$T_{DAD}$</td>
<td>Signaling delay during DAD process</td>
<td>1000 msec.</td>
</tr>
<tr>
<td>$T_{MD}$</td>
<td>Mean value of Movement-Detection Delay</td>
<td>25 msec.</td>
</tr>
<tr>
<td>MinInt</td>
<td>Minimum interval between unsolicited multicast Router Advertisement</td>
<td>30 msec.</td>
</tr>
<tr>
<td>MaxInt</td>
<td>Maximum interval between unsolicited multicast router advertisement</td>
<td>70 msec.</td>
</tr>
<tr>
<td>$L$</td>
<td>Length of the packet</td>
<td>512 bytes</td>
</tr>
<tr>
<td>$B_{wl}$</td>
<td>Bandwidth of wired link</td>
<td>1Gbps</td>
</tr>
<tr>
<td>$B_{wl}$</td>
<td>Bandwidth of wireless link</td>
<td>54 Mbps</td>
</tr>
<tr>
<td>$T_QD$</td>
<td>Average queuing delay of each router on the Internet</td>
<td>0.5 msec.</td>
</tr>
<tr>
<td>$T_T$</td>
<td>Processing Time</td>
<td>0.5 msec.</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Propagation Delay</td>
<td>2 msec.</td>
</tr>
<tr>
<td>$T_w$</td>
<td>Propagation Delay</td>
<td>0.5 msec.</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Weight factor for waiting time</td>
<td>1</td>
</tr>
<tr>
<td>$P_{wl}$</td>
<td>Probability of wireless link failure</td>
<td>.1</td>
</tr>
<tr>
<td>$N_{HOP}$</td>
<td>Number of hops in wired link</td>
<td>3</td>
</tr>
</tbody>
</table>

V. RESULTS

This section deals with mathematical analysis of the handover latency cost, packet delivery cost, total cost and packet loss among MIPv6, PMIPv6 and SOAS-PMIPv6 schemes based on considerations in section III and Table-1[8], [10], [12], [13].
B. Impact of delay on handover latency between MN and CN:

The wired and wireless mediums are responsible for overall delay between the MN and the CN. The delay depends on ($T_{MN-AP} + T_{AP-AR} + T_{AR-CN}$) factors. Fig. 10 shows the impact of delay MN and CN on handover latency. The result shows that the proposed SOAS-PMIPv6 scheme has least handover latency among existing MIPv6 and secure PMIPv6 protocol.

![Fig. 10. Impact of Wireless Link Delay on Handover Latency](image_url)

In MIPv6, when a MN changes its subnet, it has to register itself with new CoA, to the HA and the CN. The PMIPv6 and the SOAS-PMIPv6 are based on localized mobility therefore no need to assign new IP address while the MN is roaming with in the LMD.

C. Impact of Movement Detection on handover latency

The PMIPv6 and SOAS-PMIPv6 are localized mobility management protocols and these protocols don’t required movement detection until the MN remains in the same LMD. On the other hand, the MIPv6 the handover latency is directly proportional to time taken in movement detection and care-of addresses assignment process. Fig. 11 shows the effect of movement detection on handover latency. The result shows that in MIPv6 the handover latency increases as the movement detection delay increases. On the other hand the PMIPv6 and SOAS-PMIPv6 protocols are not affected by movement detection.

![Fig. 11. Impact of Movement Detection Delay on Handover Latency](image_url)

D. Impact of increase in number of hops on wired link

On increasing the number hops on wired links, the packet delivery cost and total cost also increase. This is because, as the number of intermediate increases the processing time at each router and tunneling time between routers also increases. The packet are investigated at each intermediate router before forwarding to next router. This process increases the queueing time at router.

![Fig. 12. Impact of Number of Hops on Packet Delivery Cost](image_url)

E. Impact of handover latency on packet loss

Packet loss depends on various factors such as link bandwidth, movement detection, authentication, registration, etc. The packet loss depends on handover delay and packet arrival rate. Here, we have considered that sufficient amount of bandwidth available and it does not affect packet loss. Fig. 14 shows the effect on packet loss due to delay in wireless on MIPv6, PMIPv6 and SOAS-PMIPv6.
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VI. CONCLUSIONS

The extensive growth of mobile users increases the data traffic on Internet. The mobile users are permitted to move from one location to another by crossing network boundaries. Handover management is a critical issue in All-IP mobile networks. Researchers have proposed numerous IPv6-based mobility management protocols for secure communication. The incorporation of security module in mobility management protocols increases the signaling overhead and as a result number of packet loss also increases.

This paper we have done the comprehensive analytical evaluation of existing mobility management protocols such as MIPv6 and PMIPv6. Later on, we have proposed a secure and optimized scheme for secure mobility management in PMIPv6. The performance of the proposed protocol is compared with existing protocols on various metrics such as handover latency, packet delivery cost, total cost, and packet loss. The result shows that the proposed protocol is completely secure has a less signaling overhead than existing protocols. Due to less signaling overhead, the handover latency decreases significantly and as a result total cost also decreases. The packet loss is a critical issue in mobile IP. The prosed protocol decreases packet loss considerably. This results improvement in the performance of SOAS-PMIPv6 than other existing protocols. We can improve the performance of the protocol by associating buffer at network entities.
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