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Abstract—In the paper is described the simulating 

process for the situations analysis and the decisions 

making about the functioning of the Distributed 

Computer Systems (DCS) nodes on the basis of special 

stochastic RA-networks mechanism. There are presented 

the main problems in the estimations of the DCS nodes 

functioning parameters and there are shown that the 

suggested RA-networks mechanism allows simulate the 

data flow with the different, including the significantly 

different intensities, what is particularly important in for 

the situations analysis and the decisions making in the 

DCS nodes parameters dynamics control. 

 

Index Terms—Distributed computer systems, parameters 

analysis, decisions making, RA-networks. 

 

I.  INTRODUCTION 

One of the most important aspects in the design of the 

distributed computer systems (DCS) is an analysis of 

their functional parameters. The DCS has a special job 

scheduler, which, in particular, performs the distribution 

of the resources between the tasks, including the tasks 

related to DCS security ensuring [1-3]. The malfunction 

of job scheduler, in particular, the delays in the critical 

situations analysis and in the decisions making as 

response to them, especially in the case when there are 

processing the confidential information, potentially 

resulting in inadequate reaction or even to a complete 

cessation of DCS functions [1-6]. 

In fact, the problem of the support the sustainable 

functioning of the DCS is associated with an estimate of 

the time of the situation analysis and decision-making in 

DCS job scheduler [7-11]. The probability of exceeding 

of the maximum allowed time for the situation analysis 

and decision-making is functionally linked with the 

values of the upper and lower bounds of the allowable 

period for the situation analysis and decision making [10, 

11]. To analyze the probability of exceeding of the 

critical time of decision-making, i.e., the reaction of the 

job scheduler to the emergency situations in the 

conditions of dynamic changes of the DCS settings, the 

effective approach, as it seems, is to perform the 

formalization of processes in the DCS job scheduler, in 

particular, on the basis of special networking mechanisms 

and models. 

The simulation results, was received with the classical 

stochastic Petri networks mechanisms [12-14] for the 

evaluation of critical time in the situations analysis and 

the decision-making in the DCS job scheduler have 

shown that these networks allow correctly process only 

those cases when the events are arriving with the 

intensities which are practically equivalent. In the case, 

when the events are arriving with the different intensities, 

the DCS component with the smallest intensity of events 

flow actually is delaying the decision on the modification 

of the all DCS parameters. So, in order to perform the 

firing of the synchronized transition, which launching the 

process of situation analyzing and the decision making on 

the DCS functioning, there is required a tokens in the all 

input positions, due to the need to take into account the 

current state of the all considered DCS components to 

produce a complete and objective conclusion about the 

situation to perform the subsequent effective analysis. As 

a result, this synchronized transition implements the 

synchronization of the processes of data accumulation for 

the analysis, and this leads to the above mentioned 

problems. 

However, in practical applications it is happen often 

enough that a violation of the DCS functions will be 

caused by a single component or a subset of the 

components. The number of events, arriving from this 

component is significantly exceeds the similar parameter 

in comparison to the other components. At the same time, 

the mechanisms for the sustainable supporting of the 

DCS functioning should quickly respond to these 

situations [7-11, 15-17]. Thus, there is the need to 

develop and use the specific networking mechanisms that 

will work correctly with the differential intensities of the 

arriving events related to the DCS components functions 

[18]. 

http://english.ccnu.edu.cn/
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II.  THE MAIN CONCEPTS OF THE STOCHASTIC RA-

NETWORKS THEORY 

To solve this problem, we suggest the mechanism of 

the stochastic RA-networks, which is the modification of 

the classic Petri-networks [12–14], and which allow 

handle properly the events flow with the different 

intensity, even with substantially different. 

Let us consider the main definitions and concepts of 

the stochastic RA-networks theory. 

Statement. RA-networks is a tuple (S, M, L, W), where 

[18]: 
 

 S – the structure of RA-networks, N = (P, T, I, O), 

where: P={P1,P2,...,Pn} - set of places; 

T={T1,T2,...,Tm} - a set of transitions; 

I={I(T1),I(T2),...,I(Tm)} - set of input transitions, 

O={O(T1),O(T2),...,O(Tm)} - set of output transitions; 

 M = {M1,M2,...,Mn} - marking, Mi - number of 

tokens at the places of RA- networks. 

 L = {λ1(T),λ2(T),...,λm(T)} – the set of intensities 

transitions fire; 

 W = {ω1(T),ω2(T),...,ωm(T)} - set of weights of the 

input transitions. 
 

As the graph, the structure of RA-networks is a 

bipartite-oriented graph with the places, that are the 

places of RA-networks and the transitions between them, 

and the ribs - the arc joining the places and transitions, 

thus there can be connect heterogeneous elements only - 

nodes and arcs . 

In the general case, there are the timed and the 

immediate transitions in the RA-networks. Immediate 

transition is fired as soon as it is enabled, and the timed 

one - always fires with a certain time delay. 
 

1. Any current marking of the RA-networks is defined 

by the vector M=(M(P1),M(P2),M(P3),...,M(Pn)), 

where the elements are the tokens presence in the 

corresponding places of the RA-networks. 

2. Firing of the classical transition (as in the classic 

Petri-networks [12–14]) of the RA-networks: the 

transition Ti is enabled if in the current marking on the 

all its inputs there are at least one token: 
 

)( iTIM                                (1) 

 

The firing transition takes only one token from each 

places Pi by one arc and places the one token by each arc 

in the corresponding place Pj. 

 

3. Firing of N-transition of the RA-networks: this rule 

corresponds to the artificial neurons functioning [18]: 
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where ωk(Ti) – the weight of the transition input arc Ti, 

where: 
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 , and ωthr(Ti) – the threshold 

value of the N-transition. 

Let us consider in detail the specifics of the N-

transition [18]. In general, N- transition may have a 

inputs and b outputs, all inputs are weighted, i.e. each 

input arc is assigned a weight ωk. Furthermore, N- 

transition has the threshold element, which operating as 

chopping comparator: if the sum of the weights of 

incoming arcs does not exceed the threshold value, all the 

outputs of the N-transition are set to zero, otherwise the 

all outputs of N-transition receive the one token. After the 

N- transition is fired all its inputs are set to zero. The 

weights of incoming arcs and the threshold value of the 

N- transition may be changed in accordance with the 

current configuration and nodes parameters of the certain 

DCS. 

The scheme of the N-transition operation is shown in 

Fig. 1 [18]. 

 

 

Fig.1. The Scheme of N- Transition Operation 

III.  THE SPECIFICS OF THE REAL OBJECTS SIMULATION 

WITH THE RA-NETWORKS 

The effective simulation of the DCS inner processes is 

required to ensure the accuracy of the simulation and the 

correctness of the results analysis. The correctness of the 

simulation is determined by the correctness of the object 

model formalization, and the the analysis correctness is 

related to the adequacy of the properties assessment for 

the simulated system. 

3.1. Reachability tree and the reachability graph 

As noted before, the set of all possible markings of 

RA-netwoks R(M0) forms a reachability tree, wherein M0 

- the initial marking is a root. Starting with the root 

marking there are consistently defined the transitions that 

may be fired, the transition firing leads to a new marking, 

which is a new element in the reachability tree. 

In general, there is a problem of the unboundeness 

(infinite) of the reachability tree build process. There is 

introduced a special terminal (final) marking to solve this 

problem.  

There are three types of terminal markings [12–14]: 

 

deadlocked: markings, that does not allow to fire for 

any transition;  

duplicated: marking, which are already in the 

reachability tree;  

propagated: marking is propagated, if Mj≥Mi, where Mi 

- internal marking of the reachability tree. In this case, the 
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operation sequence for the transitions δ={Tq,...,Tw}, 

which caused transition from Mj to Mi marking, can be 

restarted, and as a result, the transition Mi→Mj may be 

repeated an infinite number of times, hence the tokens in 

marking Mj can multiply indefinitely.  

 

If during the process of reachability tree building there 

is no any multiplying markings, the RA-networks is 

limited. In this case the set of achievable markings is 

finite and can be represented as a weighted-orinted graph 

with the places as the elements of R(M0), and for each 

fired transitions Tk→(Mi→Mj) there is existing the arc (i, j) 

with the transition Tk. 

3.2. The simulation on the matrix approach basis 

The structure of RA-networks is described, in 

particular, with the input IM and output OM markings 

matrix. 

We define the incidence matrix SM as: 

 

OMIMSM                          (3) 

 

Next, we introduce the vector δj=(δ1,δ2,...,δj,...,δm) with 

dimension m, and all the elements of it are equal to 0 

except for the element δj, equal to 1. Then the rules of the 

RA-networks are described as following: 

 

1. Classic transition Tj (as in the classic Petri-networks 

[12 – 14]) from marking M is enabled if and only if: 

 

IMM j *                              (4) 

 

and δj * IM
 
is the j- th row of the matrix IM. 

2. N- transition Tj from marking M is enabled if and only 

if [18]: 

 

IMTM j

a

k

jk **)(

1




                       (5) 

 

3. Firing of the classical transition Tj from Mi (as in the 

classic Petri-networks) forms the marking Mj : 

 

Мj=Мi-δj*IM
 
+δj*OM=Mi+δj*SM

                     
(6) 

 

4. Firing N- transition tj from marking Mi forms the 

marking Mj [18]:  
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Thus, in the RA- networks with the initial marking M0 

and with the firing sequence of classical (Tj, Tl, Tm) and 

N- transition (Tn): 

 

Tj→Tl→Tn→Tm, 

 

the final marking is: 
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IV.  MECHANISM OF THE RA-NETWORKS FOR THE 

SITUATIONS ANALYSIS AND DECISIONS MAKING ON THE 

DCS NODES FUNCTIONING 

Let us descibe the specifics of the model, which is 

based on the suggested RA-network, for the time 

assesment needed for the situations analysis and decisions 

making in the DCS, that includes several nodes (ND). 

As an example, we form the RA-network, which 

describe the fragment with the 5 nodes of the DCS. These 

components work in parallel, so the structure of the RA-

network 5 parallel chains of events (Fig. 2). 

Let us describe the tokens interpretation at the places 

and the events of transitions firing for this RA-network. 

P1 – P5 – the functioning of the nodes ND1 ... ND5; P6 – 

P10 – the data gathering for the parameters analysis of the 

nodes ND1 ... ND5; P11 – P15 – the comparison of the data 

on nodes parameters analysis with the patterns of the 

normal functioning of the nodes ND1 ... ND5; P16 – the 

module of the decisions making on the control of the 

nodes ND1 ... ND5. 

It should be noted that all the transitions there are 

timed, i.e. have a certain delay and they are interpreted as 

follow: 

T1 - T5 – the transfer of gathered data on the parameters 

analysis of the nodes ND1 ... ND5; T6 (N – transition) – 

start of the procedure of the comprehensive analysis of 

the gathered statistical data data on the parameters 

analysis of the nodes ND1 ... ND5; T7 – T11 – the transfer 

of the results of the data analysis to module of decision 

making to control the functioning on the nodes ND1 ... 

ND5; T12 – T16 – the start of modification process of the 

nodes ND1 ... ND5 parameters. 

The operation of the DCS nodes in the RA-network is 

simulated as removing/adding of the tokens from/on the 

corresponding places (Pi). 

The structure of the RA-network has the arcs, that are 

opening the transitions T12 - T16, so this allow to open 

those transitions that are connected with the DCS nodes, 

which are already collecting he required volume of the 

statistical data for the situation analysis and the decision 

making. This approach allows vary the decisions making 

on the parameters control of the various DCS nodes, i.e. 

to change parameters for those nodes, for which there is 

need in a change of the current parameters. 

Transition T6 is N- transition with weights w1, w2, w3 

(Fig. 2). In RA- network there exists a flexible way to 

adjust the required volume of the analyzed data and the 

number of events related to the nodes. This adjustment is 

performing by setting of the weights wi coefficients of the 

incoming arcs and of the threshold wthr for the N- 

transition firing. 

Let us describe the process of the time evaluation of 

the situations analysis and decisions making on the basis 

of the RA-network mechanism. If the intensity of the 
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events flow, related to the DCS nodes functioning is 

nearly the same, this case can be effectively processed 

with a classic Petri-network. But in the case, if the one (or 

several, but not all) of the DCS nodes has the events 

arrival intensity is much higher than the intensity of the 

events arrival by the other nodes, there is a situation when 

the data (tokens) will be accumulated in the place P6, P7, 

etc. An important condition for effective DCS nodes 

parameters analysis is the in-time decision making on 

their control, for which there is collected the certain 

volume of the statistical data, that, as noted before, is 

almost impossible in classical stochastic Petri-network, 

due to the fact that in these case the transition T6 is not 

firing, according to the rules of transitions firing, and thus, 

the decision making will be delayed. 

In the RA-network, this problem is solved with N-

transition, which is firing by a special condition: the 

transition is firing if the threshold value is reach, 

regardless of from which transition the data (tokens) was 

received. Thus, if the number of tokens in the place P6 

exceeds or equal to the threshold level (e.g., 5), and the 

number of tokens at the places P7 – P10 is zero, then the 

transition T6 is firing. However, according to the RA- 

network structure from the transitions T12 - T16 the T12  

 

 

Fig.2. The Structure of RA-Network for the Time Estimation of the Situations Analysis and Decisions Making in DCS 

only is firing. This means that the decision making on the 

nodes parameters control can be accepted the only for the 

DCS nodes, for which there is a sufficient volume of the 

statistical data. The similar case takes place if the 

intensity of data gathering by two chains of the RA-

network is much higher than the intensity of data 

gathering by the other three chain. The decisions making 

on the nodes parameters control are accepted for the two 

relevant DCS nodes. 

Let us describe the simulation results for the case when 

the classical Petri-network fall into the deadlock. The 

start marking is: M0 = (1, 1, 1, 0, 0, 2, 2, 1, 0, 0, 0, 0, 0, 0, 

0, 0), i.e. the data are collecting the most intensively by 

the DCS nodes ND1, ND2, ND3 corresponding to the place 

P6 = 2, P7 = 2, P8 = 1 and the less intensively on the 

nodes ND4, ND5: P9 = 0, P10 = 0, and the process for the 

DCS nodes parameters modifying is not running (P11 – 

P15 = 0). (Table 1). 

For the experimental researches of the time of the 

situations analysis and decisions making with the RA-

network mechanism we developed a specialized 

environment (Fig. 3). 
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Table 1. The Experimental Results Obtained with the Petri-Network 

N Time, s Type Transition 
Marking  

P0P1 . . .    P16 

1 0.000000 Start  1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

2 0.000000 Plan T1 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

3 0.000000 Plan T2 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

4 0.000000 Plan T3 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

5 0.018632 Execute T3 1 1 0 0 0 2 2 2 0 0 0 0 0 0 0 0  

6 0.270106 Execute T1 0 1 0 0 0 3 2 2 0 0 0 0 0 0 0 0  

7 0.804789 Execute T2 0 0 0 0 0 3 3 2 0 0 0 0 0 0 0 0  

8 0.804789 End  0 0 0 0 0 3 3 2 0 0 0 0 0 0 0 0 

 

 
Fig.3. The Interface of the Specialized Environment with N-Transition (RA-network) 

In case of the RA-network application, there are set the 

following weights wi values for the incoming arcs and 

threshold value wthr of the N-transition: w1 = 1, w2 = 1, w3 

= 1, w4 = 1, w5 = 1, wthr = 5. 

The simulation results are shown in the Table 2. As it 

shows the Table 2, in this case, the data for the situation 

analysis and decisions making are accumulated in the 

sufficient volume for the DCS nodes corresponding to the 

places P6, P7 and P8 (nodes ND1, ND2, ND3) the places P9 

and P10 (nodes ND4, ND5) has 0 tokens, i.e. this the data 

by this nodes are missing. In the classical Petri-network 

in this case the transition T6 is not firing, and thus, the 

decision making on the parameters changing for the all 

DCS nodes is not accepted and, in fact, the simulation 

process finishing been fall into deadlock.  
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Table 2. The Experimental Results Obtained with the RA-Network 

N Time, s Type Transition 
Marking  

P0P1  . . .    P16 

1 0.000000 Start  1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

2 0.000000 Plan T1 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

3 0.000000 Plan T2 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

4 0.000000 Plan T3 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

5 0.000000 Plan T6 1 1 1 0 0 2 2 1 0 0 0 0 0 0 0 0  

6 0.964152 Execute T6 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0  

7 0.964152 Plan T7 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0  

8 0.964152 Plan T8 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0  

9 0.964152 Plan T9 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0  

10 0.964152 Plan T10 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0  

11 0.964152 Plan T11 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0  

12 1.021581 Execute T2 1 0 1 0 0 0 1 0 0 0 1 1 1 1 1 0  

13 1.422365 Execute T3 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 0  

14 1.558316 Execute T1 0 0 0 0 0 1 1 1 0 0 1 1 1 1 1 0  

15 1.656982 Execute T10 0 0 0 0 0 1 1 1 0 0 1 1 1 0 1 1  

16 1.656982 Plan T12 0 0 0 0 0 1 1 1 0 0 1 1 1 0 1 1  

17 1.694755 Execute T7 0 0 0 0 0 1 1 1 0 0 0 1 1 0 1 2  

18 1.694755 Plan T13 0 0 0 0 0 1 1 1 0 0 0 1 1 0 1 2  

19 1.694755 Plan T14 0 0 0 0 0 1 1 1 0 0 0 1 1 0 1 2  

20 1.789049 Execute T12 1 0 0 0 0 0 1 1 0 0 0 1 1 0 1 1  

21 1.789049 Plan T1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 1 1  

22 1.849374 Execute T8 1 0 0 0 0 0 1 1 0 0 0 0 1 0 1 2  

23 2.122768 Execute T11 1 0 0 0 0 0 1 1 0 0 0 0 1 0 0 3  

24 2.791037 Execute T9 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 4  

25 2.825193 Execute T14 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 3  

26 2.825193 Plan T3 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 3  

27 3.423778 Execute T13 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 2  

28 3.423778 Plan T2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 2  

29 3.692166 Execute T3 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 2  

30 3.692166 Plan T14 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 2  

31 3.720910 Execute T1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 2  

32 3.720910 Plan T12 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 2  

33 4.025288 Execute T14 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1  

34 4.025288 Plan T3 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1  

35 4.196524 Execute T2 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 1  

36 4.708787 Execute T12 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0  

37 4.708787 Plan T1 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0  

38 4.757478 Execute T3 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0  

39 5.496246 Execute T1 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0  

40 5.496246 End  0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0  

 

The simulation results with the suggested RA- network 

(see Table 2) shows that in this case for the situation 

analysis and decision making there are sufficient the 

statistical data gathered for the 3 DCS nodes only due to 

the functional characteristics of N-transition. Table 2 

shows the transition T6 was fired the several times, 

therefore, there was made the decisions on the parameters 

modifications of DCS nodes, for which the data are 

accumulated and the accepted decisions are transferred to 

the corresponding DCS nodes through the transitions T12 

- T14. The transition T15 and T15 was not firing even once, 

since for the corresponding DCS nodes there not 

gathering the required statistical data, and the decision 

about the parameters changes for these nodes is not 

accepted. As a result, after the first cycle of the statistical 

data accumulation process will continue for the all DCS 

nodes and simulation of the nodes functioning continues 

also, that is reflected by multiple firings of the transitions 

T12, T13 and T14. 
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V.  CONCLUSIONS 

In the paper is presented the formal procedure for the 

constructing of the structure of the model based on RA-

networks simulating mechanism for the situation analysis 

and decision-making in the job scheduler of the DCS. 

The results of experimental researches shown, that the 

simulation of the DCS components functions, in 

particular, in the tasks of the security analysis on the basis 

of the classical Petri networks has some shortcomings 

and limitations. In particular, if the arriving events for the 

situations analysis and decision-making on the 

minimization of the security risks for the DCS 

components are distributed unevenly, the Petri-networks 

fall in the deadlock and, in fact, may not correctly react to 

the processes in this case. 

There is developed the theory of the stochastic RA-

networks, where is introduced a special N-transition, and 

the rule for firing it complies with the rule of functioning 

of artificial neuron. The proposed RA-networks can be 

used, in particular, for the simulation and risks analysis of 

the security violations in distributed computer systems.  

There is presented the main theoretical background for 

the RA-networks in tasks of the simulation of real-world 

objects, as well as the properties of RA-networks and the 

specifics of the simulation of the real-world objects based 

on RA-networks are studied.  

The developed specialized environment allows 

simulate the processes of the situation analysis and 

decision making in the job scheduler of the DCS, basing 

on the RA-networks. There is performed the simulation 

and experimental analysis of the parameters of the 

process of the situations analysis and decision-making in 

the DCS job scheduler using the suggested stochastic-

RA-networks.  

It is shown that the RA-networks allow correctly 

perform simulation of the events flow with the various, 

including substantially different intensities, that is 

particularly important in the analysis of situations and 

decision-making in the dynamic control of the DCS 

parameters.  We also shown that the proposed mechanism 

based on the simulation with the stochastic RA-networks 

allow to reveal and identify the critical components of 

DCS, the result of functioning of which may lead to the 

exceed of the allowable time for the situation analysis and 

decision making, what is very important for the situations 

analysis and decision-making processes in modern 

dynamic distributed computer systems. 
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