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Abstract—In this paper we present a new algorithm for clustering MANET by considering several parameters. This is a new adaptive load balancing technique for clustering out Mobile Ad-hoc Networks (MANET). MANET is special kind of wireless networks where no central management exits and the nodes in the network cooperatively manage itself and maintains connectivity. The algorithm takes into account the local capabilities of each node, the remaining battery power, degree of connectivity and finally the power consumption based on the average distance between nodes and candidate cluster head. The proposed algorithm efficiently decreases the overhead in the network that enhances the overall MANET performance. Reducing the maintenance time of broken routes makes the network more stable, reliable. Saving the power of the nodes also guarantee consistent and reliable network.

Index Terms—MANET, Clustering, Connectivity, Power, Node Capabilities, Transmission range.

I. INTRODUCTION

Wireless communication and the wide spread of personal mobile devices has led to increase the need for forming means of communication among these devices; those networks are called MANET [1] [2]. This kind of networks has special characteristics: (1) no central administration unit – nodes need to manage themselves. (2) Mobility: the networks consists of mobile devices like laptops, smartphones, and PDAs etc. (3) battery-powered nodes and limited resources clients. Fig 1 shows a simple form of MANET network. Any node could communicate directly with other (within transmission range) nodes in the network, or by using the assistance of other intermediate nodes to reach the desired destinations. Hence, the nodes in the network should act as routers capable of forwarding packets to the desired reachable destinations.

Designing and implementing efficient routing protocol is a big challenge, the desired protocol has to achieve a group of properties and satisfy MANET special needs. Dynamic topology change, mobility, power, resources and many other factors needs to be considered.

The main goal when designing efficient routing protocol is to consider the overhead of the network, we need primarily to reduce control messages to the minimum and reduce the delay.

Fig.1. Simple form of MANET
routing table all the time. This requires that routing tables need to be fresh and up to date all the time and aware of fast topological change. This mechanism of routing called (proactive routing) where all information required are collected in advance and used directly when needed. The nodes in the network periodically floods the network with control messages and updates their routing tables based on the data collected. This will guarantee freshness of the routes and no delay time to maintain a route to any destination. Sample proactive protocols include DSDV [6] and OLSR [7]. Proactive routing could cause a lot of extra overhead because of the periodic control messages flooded over the network. Some of those protocols has shown better performance results than others [8]

Minimizing the number of control messages needed in the network is an important issue because the resources available in MANET like bandwidth, power and local resources of the nodes are limited. Due to nodes heterogeneity, the resources in the network may vary, this will lead to a hierarchy in the roles of nodes in the network. In addition, end-to-end and initial delay time are very important performance metrics and needs to be reduced to the minimum. In this paper, we propose a new algorithm for enhancing routing in MANET and reducing the overhead and delay time by using balanced weighted clustering technique. This technique make use of reactive and proactive routing mechanisms by considering nodes power, degree of connectivity and nodes local processing and memory capabilities.

The rest of the paper is organized as follows: in section II we introduce the concept of clustering and some common clustering algorithms. In section III we introduce the related work about clustering in more details. Section IV shows details about transmission range and power consumption. Our proposed AWCAMAN algorithm is presented in section V. Section VI introduces the concept on gateways and how it operates in the clustering scheme. And finally we conclude in section VII.

II. CLUSTERING

MANET consists of heterogeneous nodes that interacts with each other. The limited resources available and to reduce the overhead and the amount of control messages flooded throughout the network, we need to build clusters. Clustering depends on dividing the geographical area into smaller operational areas that has a central administrator node to operate the operations over its local cluster [15]. The idea of clustering is to group the nodes into operational logical clusters, routing occurs using paths between clusters instead of all nodes. This will reduce control messages exchange among network and increases lifetime of routes. Nodes in the network can register to any cluster and become a member within a group that administrated by a cluster head. The cluster head also can be any node that has the optimal requirements for operating a cluster like power, processing and mobility conditions.

The concept of clustering have been proposed in several algorithms, for example some algorithms works based on a local variable called the node identifier that assigned to every node and the cluster head is elected based on that identifier [8][16]. Another approaches depends on the connectivity of the nodes, where the distance between nodes is considered and the number of the neighbor nodes is calculated to elect the cluster head [12][17][18]. The mobility of nodes within the network is a major factor that affects the stability and reliability of the network as overall, this metric has been figured in clustering algorithms like in [19][20]. The power metric has been considered in [11][21].

Clusters depends on selecting a specific node within a group of nodes called Cluster Head (CH), cluster head will be responsible for custom activities within its group (i.e. cluster). It will be responsible coordinating its cluster’s nodes. Cluster head will take responsibility of communicating with other cluster heads in the network during data transmission. Communication process between clusters occurs using intermediate ordinary nodes, those nodes has direct access to two or more cluster heads. Fig. 2 shows an example of MANET that uses clustering.
clusters here are formed based on any of the algorithms we mentioned before, the cluster heads in the example are (i_1, i_3, i_8, i_14, and i_18), these cluster heads will be responsible for all the operations for all nodes belonging to its logical cluster. Any message from or to a node belongs to its cluster will pass throughout the cluster head. Suppose node i_0 wants to communicate with node i_15, first node i_0 will initiate a route request to its cluster head i_3, the cluster head will ask its adjacent cluster heads (in this example i_1) for a route to the destination, the cluster i_3 in turn asks for path from it’s adjacent cluster heads (i_8 and i_18 in our example) and also these CHs asks the adjacent CHs (i_14). At this point CH i_14 replies that the desired node (i_15) belongs to its cluster. The response message passes through the same path to the origin node i_0. The communication process starts using the path shown in Fig. 3. Note the the path is not necessary the shortest path from source i_0 to destination node i_15. Actually this is the idea behind clustering, the heavy work is done by a central node instead of using all nodes participate in every path finding and transmitting process. Further more, CH knows the list of nodes belongs to its cluster and hence can handle the requests and communications apart from other nodes in the cluster.

**III. RELATED WORKS**

The most important factor in clustering is the mechanism in which cluster head elected. Nodes are responsible for electing a cluster head within a group of nodes. Different algorithms proposed for electing the ideal cluster head:

Nodes assigned a unique ID each. This ID used to elect the cluster head. Cluster head is the node that has the minimum ID number like in (LIC) [8]. The algorithm selects the node with the lowest ID to be the cluster head among a group of directly accessed nodes. Initially each node broadcasts its ID, any node receives a message with a lower ID it will consider it as its cluster head. If no lower IDs received than its own it will broadcasts itself as the cluster head. The problem with that algorithm, it only elects cluster head based on its ID and only the node with the lower ID will be elected, no other properties participate in the election. Moreover, nodes with lower IDs are mostly the only candidates to be the cluster heads all the time and this will drain their power.

Another major factor that affects clustering is mobility of nodes. High Mobility of nodes may increase overhead and cause fast change of network topology. When selecting cluster heads it is important to take into consideration the stability of cluster heads movement. The mobility-based d-hop clustering algorithm [9] calculates the mobility of nodes and uses nodes stability as a metric for electing the cluster head. It uses signal strength to estimate the distances between neighbors. The stronger the signal the shorter the distance. It uses signal strength in several points to calculate the relative mobility. The relative mobility and estimated distance are used to calculate the local stability of a node and hence electing the node of higher stability to be the cluster head. This problem with this algorithm is that the estimated distance between nodes not precise because the nodes with lower battery may transmit signals at lower strength.

LBC [10] is an algorithm that balances the load of cluster heads based on nodes power. The algorithm specifies a unique virtual ID for each node. The one with the largest ID within a group of adjacent nodes will be elected as cluster head. The elected cluster head will remain in his role for a specific period of time (user-predefined time) then it resigns and sets its virtual ID to 0 and remains a non-cluster head node. The node with the higher ID then then takes the role within the same cluster. This way the algorithm will guarantee that power will be saved for all nodes. The problem with LBC that it only uses power saving time which is not enough indicator to select the cluster head. Another algorithm called Power-aware connected dominant set [11], the algorithm uses the power level of a node to guarantee the stability of network by making nodes serve as much time as possible. The algorithm builds a dominant set of nodes. The target is to minimize the power consumption of the dominant set nodes. This set is prone to lose power as they do extra jobs serving as cluster heads. Only the node with a higher level of power within a cluster will be elected as the cluster head and if any other dominant node exists within the same cluster it will be excluded from the dominant set and become an ordinary node. This algorithm ignores other nodes in the network and only thinks about the dominant set to save their power.

Other algorithms of clustering depends on the degree of connectivity. The degree of connectivity represents the number of nodes that are directly connected to a node; the higher the number of nodes is the higher the degree of connectivity [8]. The cluster heads remains longer time but it shows lower throughput as the number of nodes in the cluster increases. Another approach is to set a threshold limit for the number of nodes a cluster head can manage like in [12] to reduce the delay may result from the big number a cluster head may manage and causes bottleneck. In this way the load will be balanced among nodes rather than only some few clusters.
IV. TRANSMISSION RANGE AND POWER CONSUMPTION

The power needed to transmit some amount of data depends on the distance between nodes and the propagation environment, the relation between distance and consumed power is given in the following formula [13]:

\[ P_r = P_t \left( \frac{1}{d} \right)^n \]  

(1)

Where \( P_r \) is receiving power, \( P_t \) is the transmitted power; \( d \) is the distance between sender and receiver node and \( n \) is the transmission factor whose value depends on the propagation environment.

To measure the distance between node \( i \) and node \( j \) we incorporate the effect of path loss exponent and shadowing parameters [14]:

\[ d_{ij} = 10^{-\frac{RSSI-A}{10n}} \]  

(2)

Where:
- \( d_{ij} \): distance from node \( i \) to node \( j \).
- \( RSSI \): receiving signal strength indicator.
- \( A \): is received power from reference distance which is 1 meter.
- \( n \): is the transmission factor whose value depends on the propagation environment.

Eq. (2) shows the estimated distance between every two nodes in the system, the distance used to decide which node can act as cluster head based on its location among its neighbors. The node that is closer to its neighbors does not consume a lot of power to transmit.

V. PROPOSED AWCAMAN

We believe that power constrain of nodes in MANET is a master key and a very important factor in that type of networks because it directly affect the consistency and stability of network topology. Moreover, the capabilities of nodes itself is another important factor in selecting the cluster-head, because the cluster-head will be responsible for the monitoring other nodes in the cluster, do the required calculations and hence fire a suitable response. Another important issue is degree of connectivity that proposed by Gerla and Tsai [8], where the node with higher degree of connectivity will be chosen as the cluster head. Here we will build an algorithm that balances those three major constraints: power, capabilities, and nodes connectivity.

In our proposed work, the election process depends on the following basis:

- Each node has the chance to be a cluster head based on the calculation of the constraints of power, connectivity, and node capabilities.
- Any elected cluster-head could remain a cluster-head until a better candidate cluster-head elected, i.e. the election process is not limited to a period.
- The remaining power is a major factor in calculating the chance of being a cluster head where the node with a higher remaining battery power has a higher chance to be selected.
- Node capabilities is a master constrain in selecting cluster head as it represents the ability and performance of node to cope all the calculations of its citizens like message passing and topological changes.

Based on those features we can present an algorithm that combines all those factors to get an efficient mechanism for clustering the network and hence dividing the network into balanced loaded sections over custom nodes with higher capabilities. The calculation has is done in three situations: start-up of the system, a change in the factors in each node, and when nodes in some clusters are lost or new nodes added to the system. The algorithm for electing a cluster-head will go as follow:

- For every node \( i \) in the system find the neighbors (neighbors means the nodes within its transmission range).
- For every node \( i \) in the system find the number of nodes it can handle \( N_{max}(i) \).
- For every node find the connectivity degree \( C_i \) for every node \( i \),

\[ C_i = \frac{N_i}{N_{i,max}} \]  

(4)

- For every node find the remaining battery power \( RBP=\frac{Battery \ power}{maximum \ battery \ power} \).

\[ RPB = \frac{PB}{Max \ PB} \]  

(5)

- For every node in the system calculate the distance to its neighbors using Eq. (2), then calculate the average distance for all the neighbors (D):

\[ D = \frac{\sum_{j=1}^{N_i} d_{ij}}{N_i} \]  

(6)

- Retrieve the node capabilities \( R_i \) for every node \( i \) where \( R = processor \ speed + RAM \ capacity \) and speed.
- Calculate the combined factors value:
Select MAX $V_i$ to be the cluster-head. All the neighbors for that cluster-head will be no more able to participate in other cluster-head calculations for other clusters and will belong to that node with higher $V_i$.

Repeat the process for all nodes who are not in clusters yet.

This algorithm works when the system starts over and all nodes are up. Every node will broadcast its unique id to all nodes. Nodes within its transmission range will receive the message and will count all messages received with unique ids and get “Ni” value. Moreover, the nodes will also broadcast the value of $V_i$ after calculating $C_i$ and $R_i$ and $RBP$ for its own. At this point each node will receive the $V_i$ value for all neighboring nodes and its $V_i$, the node will select the larger $V_i$ value as its cluster-head and will not participate in any other calculation until an update occurs. The node that is selected as a cluster-head will broadcast a message to the neighbors informing them that it is the cluster-head, if a node does not receive that message consider itself as not belonging to any cluster and hence it will recalculate the $V_i$ value and finds another cluster-head. If no one of its neighbors is a cluster-head then it will consider itself as a cluster-head with no citizens. The full detailed algorithm goes as follows:

```c
//COUNT_NEIGHBORS: a counter for counting the number of neighbor nodes in range
//ID: is the associated node id
//TIMER1, TIMER2: are constant variable timers.
// NEIGHBORS_REQUEST_MESSAGE (ID): the request message for neighbors request message
// V_RESPONSE (V, ID): response message containing the combined value V and node ID
// V_MAX: is the maximum combined value V
// CH: is cluster head.
// CH_ACK(ID): is the message informs the nodes that the node (ID) is a cluster head

COUNT_NEIGHBORS=0;
Initialize TIMER1;
Broadcast NEIGHBORS_REQUEST_MESSAGE (ID);
while (TIMER1! = 0 && NEIGHBORS_RESPONSE(ID)! = NULL)
COUNT_NEIGHBORS += 1;
Calculate distance to node SUM_D += 10^((RSSI-A)/-10*n));
D=SUM_D / COUNT_NEIGHBORS;
if (COUNT_NEIGHBORS == 0)
Consider node as isolated node;
Re-initialize algorithm after specific time;
END;
END
```

The main goal of clustering using this algorithm is to minimize the operation of finding cluster-heads. In addition, to take into consideration the capabilities variation and heterogeneity of nodes, because the operations and calculations needed for data forwarding and paths finding needs extra operations to execute and it will consume a lot of power, hence we give the remaining power of the node and the average distance to other nodes an extra attention.

The parameters used in our algorithm depends on the nature of the MANET network, each type of MANET networks may differ from other networks and each parameter may have higher priority than other. For example, in a high mobile network the distance between nodes play a critical role in selecting cluster head as it affects the power of the nodes. Another example in a limited resources nodes where nodes capabilities are limited and the cluster head is the one with higher resources.

The variations of networks requirements and needs can be figured by assigning a weighting factor for each parameter, those factors can be assigned be user to fit his needs during the setup process.

We update Eq. (7) as follows:

$$V_i = w_1 * C_i + w_2 * RBP_i + w_3 * R_i + w_4 / D_i$$ (8)
Where $w_1...w_4$ are user defined factors; the average distance $D$ represents the average distances of nodes within the transmission range of node $i$; the lower $D$ parameter the higher the chance to select as cluster head as it saves more power when transmitting.

VI. GATEWAYS

A gateway node is a node that is situated in the transmission range of two neighbor cluster heads. It is used by those cluster heads to bypass messages among them. In Fig. 4 below, green nodes are gateways in their ideal locations. Gateway is a member of only one cluster and also able to communicate directly with at least one another neighbor cluster head (i.e. one cluster head or more). Cluster head uses gateway to bypass data and control messages to other clusters, and when there is no gateway member in its cluster, this cluster will be isolated from the entire network. Fig. 4 shows an example of such a situation.

To implement the formula in (9), the cluster head $i_1$ will check the nodes within its cluster, if there is no node can reach another cluster head it will acknowledge its members that it is no more a cluster head. The process of startup will be repeated excluding that cluster head candidate. Nodes will find new cluster head and the new cluster head will check for a gateway. The process still repeated until the ideal situation is reached. Fig. 5 shows the final clusters after the isolated cluster problem solved.

Gateways are a major component in each cluster and it’s the medium that passes messages between clusters.

VII. CONCLUSION

Heterogeneity and limited resources of mobile ad-hoc networks are the major limitations when designing protocols, they directly affect the connectivity and reliability of those networks. The best way to handle those limitations is to balance the load and assign the heavy-duty roles to the fittest nodes with higher battery power and higher degree of connectivity and bigger local resources. The algorithm we presented above can adaptively handle big networks, high rate of topological changes, heterogeneous networks; and significantly increases the network connectivity and reliability. Links establishment and maintenance are faster. The user also has the chance to alter the factors of the parameters to fit his needs and to take into consideration the variation among different MANETs.
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