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Abstract—At the time of the new information technologies, computer networks are inescapable in any large organization, where they are organized so as to form powerful internal means of communication. In a context of dependability, the reliability parameter proves to be fundamental to evaluate the performances of such systems. In this paper, we study the reliability evaluation of a real computer network, through three reliability models. The computer network considered (set of PCs and server interconnected) is localized in a company established in the west of Algeria and dedicated to the production of ammonia and fertilizers. The result permits to compare between the three models to determine the most appropriate reliability model to the studied network, and thus, contribute to improving the quality of the network. In order to anticipate system failures as well as improve the reliability and availability of the latter, we must put in place a policy of adequate and effective maintenance based on a new model of the most common competing risks in maintenance, Alert-Delay model. At the end, dependability measures such as MTBF and reliability are calculated to assess the effectiveness of maintenance strategies and thus, validate the alert delay model.

Index Terms—Reliability, computer network, models of reliability, Maintenance, Alert delay model.

I. INTRODUCTION

Currently, computer networks are inescapable in any large organization, where they are organized so as to form powerful internal means of communication. At the time of the new information technologies, dependability plays an important role in these communication networks where the expected service must be continuous and without interruption. In this context, the reliability parameter proves to be fundamental to evaluate the performances of such systems.

Dependability [1, 2] can be defined as the ability of an entity (or system) to deliver service that can be justifiably trusted. So, this concept is crucial to ensure continuity of correct service, particularly through the reliability estimation obtained by reliability laws.

Reliability [3] can be defined as the ability of an entity (equipment, component, subsystem and system) to remain functional. It specifies that no failures will occur during a stated time interval. Reliability is a quantitative greatness and requires the knowledge of distribution of lifetime, given by laws of reliability.

In order to lengthen the life of the system and improve its reliability, we must master the risk of failure, thus; the maintenance process appears as essential to manage these risks and ensure the good functioning of the system.

Several studies have been made to improve system reliability evaluated by the Exponential and Weibull distribution [4-6]. As the system reliability depends on efficiency of maintenance, so it is necessary to choose an effective maintenance strategy that will reduce failures and improve reliability of the system. For it, several literatures propose the models to assess the effects of maintenance on system reliability [7, 8].

In this paper, we examine the reliability evaluation of a computer network through the reliability models; thereafter, we determine a proper maintenance policy in order to increase system reliability.

The following section describes the computer network concerned by this study. We present, in particular, the data obtained after watching the network. The third section presents the three reliability models, given in the form of the laws Exponential, of Weibull and Normal. These laws were adopted because they intervene most frequently in data analysis of life and in the estimation of reliability. The result is the estimation of the reliability corresponding to each law of the network studied and a comparison of three models is made by calculating the determination coefficient which to judge the most appropriate model of network reliability.

The following of our study, aims to improve the reliability of the system studied by defining a good maintenance strategy through a model of the most common competing risks in maintenance [9, 10] called the Alert Delay model. At the end, measures of dependability such as MTBF (Mean Time Between Failures) and reliability are calcu
lated to assess the effectiveness of strategies for maintenance and then validate the model studied.

II. RELIABILITY LAWS

In this section we will state at first the main laws of reliability, and then we will present the adopted laws.

A. State of the Art

Among the various usual laws reliability, we have identified the following laws: the Log-normal law (Galt­ton law or Gibrat law), the Gamma law, the Gompertz-­Makeham law, the Birnbaum-Saunders law, the Chi­squared law, the Beta law, the Exponential law, the Weibull law and the Normal law.

Lognormal law: a continuous random variable and positive T is distributed according to a lognormal distri­bution if its natural logarithm is distributed according to a normal distribution [3]. This distribution is widely used to model data of life; especially in mechanical fatigue failures. The lognormal distribution is a law with two parameters.

Gamma law: it is a law that can model a system of three phases of life, but it is inadequate for modeling human life (decrease too fast). It is applied as a probability model for predicting the lifetime of the devices which are subject to wear such as motor vehicles or mechanical devices. The gamma distribution is a law with two parameters, which can be generalized by several laws such as the exponential [11].

Gompertz-Makeham law: in terms of reliability theory the Gompertz-Makeham law of mortality represents a failure law where the hazard rate is a mixture of failure distribution of non­aging and the failure distribution of aging with exponential increase in failure rates [12].

As the Weibull distribution, the Gompertz law represents a process of change of state of which the risk varies monotonically as a function of time.

Birnbaum-Saunders law: to characterize failure due to crack propagation by fatigue, Birnbaum and Saunders (1969) proposed a distribution of life based on two parameters [13]. This distribution can be used to model lifetime data and it is widely applicable to model failure times of fatiguing materials [14, 15].

Chi-squared law: Chi-squared law, or the Pearson, does not serve to model directly the reliability, but essentially in the calculation of confidence limits around a measured failure rate. It is well-known for testing the goodness-of-fit. Chi-squared law is characterized by a positive parameter called degree of freedom and defined that for positive values [16].

Beta law: this law is, in particular, the probability that material survives until time t, when you try n material, hence its interest in assessing the duration of reliability testing. The Beta law has two parameters and this law presents the advantage to benefit from parameters of shape: these latter allow giving to the beta law a shape close to other laws [17].

Exponential law: this model has many applications in various fields. It perfectly describes the life of materials that undergo brutal and chance failures [11], and is commonly used in electronics reliability to describe the period during which the failure rate of the equipment is considered as constant [18].

Weibull law: the Weibull distribution is often used in the field of the analysis of life, thanks to its flexibility, it allows to represent at least approximately infinite probability distributions [19]. This distribution is named after the Swedish professor Walod Weibull, which showed the usefulness of this distribution to model various types of data [3, 11].

Normal law: in reliability, the normal distribution is used to represent the lifetime distribution of devices at the end of life (wear) [20, 21]. This is one of the main probability distributions [22], and is a theoretical distribution, in that it is a mathematical idealization.

B. Adopted Reliability Laws

In analysis reliability and among distribution functions, our choice carried on the three most widespread reliability models, given in the form of the Exponential laws, of Weibull and Normal.

In general, these popular models are dedicated to specific applications (electronic, mechanical, etc...) and we propose to apply them to the real computer network.

Definition of the exponential model: the exponential distribution is defined by a single parameter, the failure rate λ, where λ is a strictly positive real constant [18]. Let «exp» classical exponential function. The reliability function R(t) also called survival function where t is the time unit (t ≥ 0) is expressed by [20]:

\[ R(t) = \exp(-\lambda t) \] (1)

Definition of the Weibull model: the basic Weibull model [3] has two parameters, the shape parameter (β) and the scale parameter (η):

- β : shape parameter β > 0; it defines the type of degradation phenomenon in question.
- η : scale parameter η > 0, and is a unit of time.

Extensions are introduced by adding parameters [23]. Among them, the location parameter (γ, γ≥0) is considered giving the more general form of the Weibull model: the three parameters (γ, β, η) of the Weibull distribution [3].

The general Weibull model is a reliability law with the three parameters that permit to describe the three phases of system life (youth or infant mortality, useful life, wear-out), widely known as the bathtub curve in the dependability domain [18, 19, 24].

The description of the three phases of a device life is specified through the shape parameter β, as follows [11, 19]:

- If the failure rate decreases over time then β < 1, and the component is in its infantile period or youth defects.
- If the failure rate is constant over time then β =1, and is called the period of useful life or random of failures. Components follow an exponential distribution.
- If the failure rate increases with time then β > 1, and the
period is said to wear out or aging.

Note there are a variety of symbols in literature for the same parameters. For example, \( \alpha \) is designing for the shape parameter and \( \beta \) for the scale parameter [23].

There are many variants and we adopt the three parameters Weibull distribution. In this case, the formula for the survival function is [22]:

\[
R(t) = \exp \left( - \frac{(t - \gamma)/\eta}{\beta} \right). \tag{2}
\]

**Definition of the Normal model:** this distribution was highlighted by Gauss and allows modeling many biometric studies. Its probability density draws a curve called the bell curve or Gaussian curve. It is defined by two parameters, the mean (\( \mu \)) and the parameter \( \sigma \), where \( \sigma \) is either positive or null:
- \( \mu \) : determine the position of the curve.
- \( \sigma \) : determine the scale, the values dispersion around the mean.

The reliability function is given by:

\[
R(t) = 1 - \Phi \left( \frac{t - \mu}{\sigma} \right). \tag{3}
\]

Where \( \mu \) is the mean value; \( \sigma \) is the standard deviation and \( \Phi \) is the distribution function of the normal distribution [20].

**III. SPECIFICATION OF THE COMPUTER NETWORK**

The considered computer network, localized in an industrial company, consists of PCs and server interconnected. In the context of dependability, a preliminary analysis of dysfunctions of the network is necessary.

**A. Principle of the Dysfunctions Analysis**

Having a real computer network and using a utility called "The Dude" [25], we could collect data on different network failures and their duration for a fixed period. The Dude is a network monitoring program; it automatically analyzes all devices (printers, switches, PCs, servers, etc) within an intranet network to draw a map of the network (Fig. 1).

The Dude program also monitors all services and alerts in case of failures on any device.

Thus, we have identified the various failures as well as their durations for seven days observation [26]. For example, consider a part of the network with two failures (Fig. 2); the failure 5 in red color 'Service disk on MBAREK (a computer name in the network) is now not available’ begins at 11:22:35 and finish at 11:26:06, for a duration of 211 seconds.

**B. Identification of Failures**

After observation of the network, we had 351 failures from 9 hours until 15 hours for seven days. At each detected failure is associated its duration, calculated (in seconds) from the beginning and end of the failure, during the observation period.

The following table (Table 1) shows all failures detected in the 6th day.

**Table 1: Example of identified failures with duration**

<table>
<thead>
<tr>
<th>Failures</th>
<th>Start of failure</th>
<th>End of failure</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure 5</td>
<td>11:22:35</td>
<td>11:26:06</td>
<td>211</td>
</tr>
</tbody>
</table>

All durations of failures on each day and the duration of all failures reported during the observation period are given in the following Table:

**Table 2: Failures with duration**

<table>
<thead>
<tr>
<th>Day</th>
<th>Duration of failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st day</td>
<td>267697</td>
</tr>
<tr>
<td>2nd day</td>
<td>153163</td>
</tr>
<tr>
<td>3rd day</td>
<td>562827</td>
</tr>
<tr>
<td>4th day</td>
<td>167013</td>
</tr>
<tr>
<td>5th day</td>
<td>39110</td>
</tr>
<tr>
<td>6th day</td>
<td>4127</td>
</tr>
<tr>
<td>7th day</td>
<td>3541</td>
</tr>
</tbody>
</table>

Failure duration: 1197478

These data allowed us to generate the parameters of the selected models and calculate the network reliability.

**IV. RELIABILITY MODELS FOR THE NETWORK**
We applied the three adopted reliability models to the computer network.

To estimate the network reliability, and to test the choice of model, we have developed a software [26], including a database of failures; this software allows the generation of parameters (Fig. 3), estimating the network reliability with its associated function (Fig. 4), according to the three models and during an interval time [0, 1008] (6hrs of failures/ day, for 7 days).

A. Generation of Parameters for Reliability Models

Application of the exponential model: from the observation of failures, we calculate the MTBF which represents the mean time between failures, formula for calculating the MTBF is [18, 27, 28]:

\[
MTBF = \frac{\text{Total up time(TBF)}}{\text{Number of failures}} \quad (4)
\]

Knowing that \( TBF \) is calculated by:

\[
TBF = \text{duration of observation – duration of failures.} \quad (5)
\]

In this case, the parameter \( \lambda \) of the exponential model is the inverse of the value of the MTBF.

We obtain:
- \( TBF = 2431322 \),
- \( MTBF = 6926.8433 \),
- \( \lambda = 0.00014437 \).

Application of the Weibull model: given the complexity of calculating the three parameters of the Weibull law, we used a classical tool ‘Easyfit’ [29], well known for the calculation of distribution functions.

So from the data of failures, we obtain:
- The shape parameter, the value 0.56957 (\( \beta \) being less than 1, we are in the period of youth).
- The scale parameter, the value 1892.
- The location parameter, the value 12.

By taking into account the \( \beta \) value, we can say that in the material part some components are in its infant period, also in the software part where at the beginning there are undetected bugs that make the failure decrease progressively of their detection and correction.

Application of the Normal model: considering the values (\( x_i \)) the duration of failures, values (\( n_i \)) representing the corresponding effective for a duration of failure concerned and (n) the number of failures, the values of two parameters \( \mu \) and \( \sigma \) are generated: the mean \( \mu \) is calculated out conventionally by \( (x_i.n_i)/n \) and \( \sigma \) represents the standard deviation.

We obtain:
- \( \mu = 3411.61823 \).
- \( \sigma = 17534.0882 \).

B. Network Reliability

As the reliability is a function of time, we considered the time \( t = 1008 \) hours with unit of time equal to 100.

Following parameters (Fig. 3) of each law and by application of the respective formulas (1), (2), (3), the developed software calculates the reliability of each model for the time \( t = 3628800 \) sec or \( t = 1008 \) hrs.

\[
\text{Exponential} \quad \text{Weibull} \quad \text{Normal}
\]

![Fig 3: Parameters and reliability of each model.](image)

The following figure gives the curves (Fig. 4) for each reliability models and for the time duration.

![Fig 4: Representation of reliability models.](image)

Note that for \( t = 0 \), reliability is equal to 1, the commissioning of the system does not encounter any failure in the exponential and Weibull laws. Then reliability decreases as the lifetime of the system decreases over time.

The reliability presented by the Weibull law is declining relative to other laws, failures occur quickly due to youth defects because \( \beta < 1 \).

C. Comparison of Models and Interpretation

To test the choice of model, we apply the notion of determination coefficient (\( r^2 \)) [30], well known in the domains of descriptive statistical. The coefficient of determination allows judging the model through its value: when the determination coefficient (\( r^2 \)) is equal or close to 1, then the model is accepted. The coefficient of determination (\( r^2 \)) is expressed by the general formula [30]:

\[
r^2 = \frac{n \left( \sum_{i=1}^{n} x_i - \left( \sum_{i=1}^{n} x_i \right) \right) \left[ \sum_{i=1}^{n} y_i - \left( \sum_{i=1}^{n} y_i \right) \right]}{n \sum_{i=1}^{n} x_i^2 - \left( \sum_{i=1}^{n} x_i \right)^2 \left[ \sum_{i=1}^{n} y_i^2 - \left( \sum_{i=1}^{n} y_i \right)^2 \right]}
\]

In our context of reliability, we consider:
- \( x_i \) as the time unit,
y_i as the reliability function for x_i.

As the interval time is from 0 to 1008, the step is 100 and we deduce n = 12 by adding the last value. The software gives the value of the function y_i for each x_i (see the obtained values in the fig. 4).

From these values and with the formula (6), the developed software can calculate the determination coefficient of each law presented in fig. 5:

<table>
<thead>
<tr>
<th>modèle</th>
<th>coef_Détermination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponentielle</td>
<td>999590866704109</td>
</tr>
<tr>
<td>Normale</td>
<td>999998224832092</td>
</tr>
<tr>
<td>weibull</td>
<td>85927771069185</td>
</tr>
</tbody>
</table>

Fig 5: Determination coefficient of three reliability model.

Following these results, we note that the coefficient of determination of both normal and exponential laws is closer to 1, with very little discrimination. This means that these two laws are best suited for the studied network reliability. The Weibull distribution is the least suitable model, which is coherent because this model is classically used in mechanical applications, where there are notions of wear.

Let us note, however; that the reliability attached to this model is close to the reliability associated with the normal distribution, as these values are calculated from parameters generated (from the data), while in the exponential law intervenes only in the failure rate calculated directly from the data. Indeed, the normal distribution is used to represent the distribution of lifetimes at the end of life (wear) because the failure rate is still increasing.

This explains that eventually the exponential law remains a powerful and interesting model.

V. DEFINITION OF MAINTENANCE POLICY

In order to lengthen the life of the system and improve its reliability, we must master the risk of failure, thus, the maintenance process appears as essential to manage these risks and ensure the good functioning of the system.

Thereby, the following of our study aims to improve the reliability of the system studied by defining a good maintenance strategy through a model of the most common competing risks in maintenance called the Alert Delay model.

A. Alert Delay Model

Definition of the Alert Delay model: this model allows situating the preventive maintenance policy compared to the occurrence of failure and after the alert; the choice of this model is that it allows also have an initial insight into the effectiveness of maintenance. The use of this model, can determine the time and the nature of the maintenance to be performed.

The system sends an alert just before failure, it requires delay ε to perform preventive maintenance after alert [31], is defined by:

\[ Y = pZ + \varepsilon \]  \hspace{1cm} (7)

Where

- Y is the duration of preventive maintenance (PM).
- Z is the duration of corrective maintenance (CM).
- \( p \in [0,1] \), alert delivered in p Z.
- Z and ε are two independent positive random variables.

This model is interesting because it considers that to have an effective preventive maintenance it should take place before the failure, what occurs when \( Y = pZ \).

Similarly, for having a policy of ideal preventive maintenance, it must be performed as late as possible that is to say just before the failure, this can be expressed by a p close to 1.

Thus, the preventive maintenance will be efficient if the alert is not delivered too early and if the delay is short (p should be close to 1).

The alert delay model includes several particular cases:

- If \( p = 0 \), \( Y = \varepsilon \), so Y and Z are independent.
- If \( p = 1 \), \( Y = Z + \varepsilon > Z \), so only CM (failures) are observed.
- If there is no delay after the alert \( \varepsilon = 0 \), \( Y = pZ \), so only PM are observed.

Our objective is to define a maintenance policy of the system studied to improve the reliability of the system. To do this, we will apply the model alert delay on the duration of failures given in table 2.

Application of the model Alert Delay: our approach is to vary the parameters of the model alert delay; this allows us to estimate, on the one hand, the duration of preventive maintenance or to observe a failure and, on the other hand, to determine the impact of time and the alert conducive to perform accurate and efficient maintenance [32].

These parameters are the alert delivered by the system \( p \) and the delay \( \varepsilon \) needed to perform the PM after the alert.

We consider the following random variations of the parameters \((p, \varepsilon)\), knowing that \( p \[0,1\].

B. Identification of the Maintenance Duration

We consider two interested cases following the random variations of the parameters \((p, \varepsilon)\):

- Case 1: \( p = 0.65 \) and \( \varepsilon = 1000 \).
- Case 2: \( p = 0.85 \) and \( \varepsilon = 5000 \).

Using the assumption (7) alert delay Model and the data presented in table 2, we were able to estimate all possible duration of preventive maintenance for each value of \( \varepsilon \) and \( p \). The results are shown in the following table:
Preventive maintenance is effective if it is performed as late as possible that is to say that the alert is not delivered too early and if the delay is short.

We notice in this table, that the durations of preventive maintenance are performed just before failure because the alert is not given too early and the delay is close to 1, therefore according to the alert delay model the maintenance is effective.

Occasionally failure may occur before preventive maintenance, this happens when \( Y > Z \) and when the alert \( (p) \) is close to 1, in this case the probability of a corrective maintenance is greater than the probability to perform preventive maintenance.

For example in the case 2 where \( (p = 0.85 \) and \( e = 5000 \) some failures have occurred before preventive maintenance, in these conditions, we perform corrective maintenance. However, in case 1 where \( (p = 0.65 \) and \( e = 1000 \) we only perform preventive maintenance as \( Y < Z \)

### C. Effects of Maintenance

Maintenance of the system is considered perfect where after maintenance, the system is refurbished, and we assume that the duration of maintenance is the availability of the system.

To evaluate the effectiveness of maintenance strategies the dependability measure the MTBF is estimated before and after performing maintenance [32].

Before maintenance, the MTBF has been calculated in the context of the exponential law and the MTBF of the system before maintenance was 6926.8433.

During duration of observation for \( t = 3628800 \) sec, the MTBF of the maintenance strategy is calculated by the formula (4):

- For case 1: the \( MTBF_1 \) where \( p = 0.65 \) and \( e = 1000 \) is 406205.614.
- For case 2: the \( MTBF_2 \) where \( p = 0.85 \) and \( e = 5000 \) is 367991.9571.

After maintenance, it is clear that the value of MTBF is improved. However, a good maintenance strategy is that which makes it possible to increase the state of good functioning of the system and in our case; it is the \( MTBF_1 \) which is equal to 406205.614.

This explains why the level of system operation is improving rapidly in the first case, and the fact that performs preventive maintenance permits to rejuvenate the system thus to lengthen its lifetime.

To validate this maintenance strategy, we estimate the reliability of the system through the formula (1) for \( t = 1008 \) h, so we get the following results:
- For case 1: \( \lambda_1 = 0.0000027175 \) and \( R_1 (t) = 0.99752157 \).
- For case 2: \( \lambda_2 = 0.0000027175 \) and \( R_2 (t) = 0.99726456 \).

According to these results (Fig. 7), the maintenance strategy has to significantly improve reliability of the system from 86% to 99% (for the two cases).

For good maintenance strategy, we opt for the second strategy. Indeed, performing only the preventive maintenance will be very expensive.

In fact, preventive maintenance is intended to reduce the likelihood of failure but there is still a part of corrective maintenance.
It is, therefore, necessary to consider strategies that combine both: corrective maintenance and preventive maintenance.

VI. CONCLUSIONS

We presented in this paper, the estimation of the computer network reliability located in a local company, according three reliability models commonly used in other domains. In order to implement the adopted models, we used the parameters of these models, the actual historical data concerning of the data collected after observation of the network.

In basing on the determination coefficient, the final result has permit to make a comparison between the three models and decide on the most appropriate reliability model to the studied network.

The study showed that the exponential model is best suited to evaluate the reliability of computer networks.

Finally, we propose to establish a policy of effective and proper maintenance using a competing risks model the more used in the context of maintenance called the Alert Delay model. In this model; the decisions of maintenance are taken according the state of system degradation.

Indeed, the maintenance operations are realized when the level of the system degradation is detected by an alarm or a failure appears.

The objective of this study is to improve system reliability and consequently ensure its state of good functioning based on a good maintenance strategy.

To evaluate the effectiveness of maintenance strategies and validate the Alert Delay model, measures of dependability are calculated order to select duration of maintenance which can gives an optimal operation of the system and to lengthen the lifetime.

To achieve this objective, the notion of competing risks and the resulting models should be studied, among these models we test the Alert Delay exponentially model given that this law is the most appropriate for the study of computer networks, we will thus apply it in the field of maintenance.
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