
I.J. Computer Network and Information Security, 2014, 8, 56-70 
Published Online July 2014 in MECS (http://www.mecs-press.org/) 

DOI: 10.5815/ijcnis.2014.08.08 

Copyright © 2014 MECS                                                I.J. Computer Network and Information Security, 2014, 8, 56-70 

A New Classification Scheme for Intrusion 

Detection Systems 
 

Bilal Maqbool Beigh 

Department of Computer Science, University of Kashmir, Srinagar, India 

Email: bilal.beigh@gmail.com 

 

 

Abstract—In today‘s world, overall global mostly depend 

on technologies for their information storage and 

transactions. But this frequent use of online technologies 

make the data stored exposed to the risk of attacks 

towards the data in the form of intrusion. In order to save 

our data from these attacks, the researchers had 

implemented a concept called intrusion detection system, 

with the help of detection technology the users can 

prevent their critical data from different kind of attacks. 

As we know that there are lots of intrusion detection 

system in market which are either open source and some 

of them are commercial. Although the number is very 

high but there is no such classification available in 

research literature which will help user or security 

professionals. In this paper we will present a good and 

elaborated classification based on various parameters 

which will help the researchers and security professional 

to understand the category. The paper will also provide a 

brief detail of those categories which will give idea of 

representing the intrusion detection techniques. 

 

Index Terms—Network, Intrusion Detection, techniques, 

Security, attacks, hackers, classification. 

 

I. INTRODUCTION 

Communication technologies and trends have changed 

very drastically over last two decades. These days, every 

organization (either big or small) is maintaining an online 

profile thus sharing the important as well as non-

important resources over the globe [1]. Due to this online 

profiling, the digital data over the networks have 

increased marginally. According to the report prepared by 

Computer Emergency Readiness Team Group (CERT)] 

[2], the digital data have increased by 200 % during the 

years and made it more difficult to handle [3]. Thus gives 

an opportunity to the attackers or hacker to Mis-use or 

destroy the information available. As we know that every 

computer is at risk but with sensitive and private 

information, they are at higher risk. In information 

security, Intrusion Detection is a key technique which 

will hunt down the attackers and secures the network 

systems. Intrusion Detection is the system which 

observes and analyzes the events generated in a computer 

or network system to identify maximum security 

problems. The Intrusion Detection system (IDS) is used 

to monitor the network assets to detect any thing un-usual 

[4] [5].Intrusion Detection System monitors the 

operations of firewalls, routers, management servers and 

files critical to other security mechanisms. Intrusion 

Detection System can make the security management of 

system by non-expert staff possible by providing user 

friendly interface [6]. The concept of intrusion detection 

has been for nearly two decades, but it attains attention 

very recently and that too very huge because of 

increasing number of attacks on network data. The 

concept of intrusion detection system starts in 1980 with 

the James Anderson‘s paper [7] ―Computer Security 

Threat Monitoring and Surveillance‖ which discusses the 

concept of monitoring the data over the local network by 

using some predefined profiles. With the publication of 

this paper, the concept of intrusion and audit data came 

into lime light. This beautiful concept made lot of 

improvement in auditing subsystems. This paper 

officially laid the foundation of design and development 

of intrusion detection systems [6]. The paper describes 

the basic layout for containing audit trails, which was 

very much useful in understanding the behaviour of users. 

His concept makes an impressive impact on the world of 

security systems. Later In 1984, The Company named 

SRI International hired Dr. Dorothy Denning and Peter 

Neumann to work on a government project. This project 

adds a new passion in the intrusion detection 

development. The main aim of the project was to conduct 

an audit trails for government mainframe computers by 

creating users profile based on their daily activities. In 

approximately one year, Dr. Denning helps the SRI 

international to develop the first model for intrusion 

detection system ―Intrusion Detection Expert System 

(IDES)‖ [7]. Also SRI developed a method of hunting 

and analyzing the data used by the people over real 

internet called APRNET for authentication information of 

the users.  These concepts laid down possibility track for 

today‘s commercial Intrusion detection systems. In 1989, 

a developer group formed a commercial company namely 

―Haystack Labs‖ which releases the first ever commercial 

intrusion detection system known as ―Stalker ―in 1990 [8]. 

According to documentation available, the stalker was a 

host based, pattern matching system that have a robust 

search mechanism to query the audit data using both 

mechanisms i.e. manually as well as automatically.  

During the period, in which the Haystack were busy in 

developing their product for intrusion detection, 

simultaneously, the company SAIC was also busy in 

developing a host based intrusion detection system called 

as ―Computer Misuse Detection System (CMDS)‖. Also 
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simultaneously, the Air Force crypto support system 

developed the system called as ―Automated Security 

Measurement System (ASIM)‖. The main aim of the 

system was to monitor the traffic on the US Air Force‘s 

Network [9] [10]. The ASIM was the first system to 

incorporate both hardware and software solution to the 

intrusion detection. The project ASIM is still in existing 

mode and is running and maintained by Air Force's 

Computer Emergency Response Team (AFCERT). Soon 

after completion of the project at Air Force, Soon after 

the completion of the project at US air Force, in 1994 the 

developer from US Air Force formed their own 

commercial company namely ―Wheel Group‖ and their 

first commercial product ―Net Ranger‖ was released. In 

around 1997, the security market leader at that time, ISSI 

developed intrusion detection system namely ―Real 

Secure‖. A year after, in 1998, Cisco feels the need of 

security of their products, they decide to purchase the 

company Wheel Group in order to provide a combined 

security solution to their customers. Similarly the 

formation of company called ―Centrex Corporation‖ 

came into existence with the merging of two companies 

i.e. CMDS and SAIC [11] [12].This was the era form 

where the boost in the design and development of 

intrusion detection came. Also on December 22, 1998, 

Marty Roesch released first the first version of SNORT 

[Marty Roesch reference]. At that time SNORT was only 

available for UNIX platform and was limited, but was 

capable of performing real-time packet analysis and 

logging. 

Later in 1999, Lawrence Berkeley National Laboratory 

made announcement of release of Bro intrusion detection 

system [13]. The system uses lipcap data for capturing 

data and has their own rules for analysis of intrusion 

detection system [14]. In the same year, a packet sniffer 

was developed by the name of APE [15], but was later 

renamed as SNORT after one month and is one of the 

most famous intrusion detection system with over 

3000,000 active users. During last one decade the 

intrusion detection has made very rapid growth and has 

adopted many techniques from distinguished fields for 

the purpose of detection of intrusion. The road map of 

intrusion begins to attain different methodologies from 

different fields like as biology etc. 

Here in this paper the section II will provide some 

elaboration about the need for classification of existing 

techniques, section III will provide the details about the 

existing classification scheme, section IV will provide a 

new classification scheme and then section V provides 

conclusion and future scope. 

 

II. NEED FOR CLASSIFICATION 

Classification has delivered important meanings in our 

life. In general, classification can be defined as a means 

of grouping the similar things together having common 

qualities or characteristics. Classification has essential 

part to play especially in assisting in the search and 

selection process. By classifying things into different 

segments it enables us to retrieve things or information 

that we needed to look for, without the risk of too much 

time consuming in retrieving that particular things or 

information. When we want to search a particular 

specified thing or information in departmental store, for 

example we want to look for ―T-Shirt‖, we will 

automatically look for ―clothing section‖ from 

departmental store because T-shirt is classified as a cloth 

and the term is broad generalized of classification of T-

Shirt. Thus Classification can be used as a tool for very 

simple yet infinitely crucial purpose. Its purpose is to 

secure an order which will be useful to users and to those 

who seek information with the smallest complication of 

search, also known as a technique designed to expedite 

the full use of the knowledge stored in books and other 

material housed in the collection.  

The security is very important aspect for an 

organization. The organization needs to implement a 

security solution or procedure. As there are many security 

solutions available in the market thus an organization 

needs a better classification scheme to fulfill the criteria 

based on their requirements and needs. Although some 

authors have given a classification schema but does not 

fulfill all the cardinalities which an organization requires 

in its requirement lists, thus a better and full-fledged 

classification schema needs to be drafted and developed 

which will make it easy for an organization to choose an 

intrusion detection systems according to their needs and 

requirements. 

 

III. EXISTING CLASSIFICATION SCHEMA 

Up to the current situation, different researchers have 

proposed different classification schema. In paper 

authored by ―V. Jaiganesh, S. Mangayarkarasi and Dr. P. 

Sumathi‖ [5], where they mentioned that the intrusion 

detection system can be divided in two broad categories: 

host-based (HIDS) and network-based (NIDS). Also in 

another paper authored by ―Asmaa Shaker Ashoor and 

Sharad Gore‖ [6] stated that the intrusion detection 

systems can be classified into three types: 

 
 Anomaly based. 

 Signiture based. 

 Hybrid detection. 

 
Other paper drafted by ―Suhair H. Amer, and John A. 

Hamilton, Jr.‖ [16], were the author stated that the 

intrusion detection can be categorized into the following 

groups: 

 
i. Rule Based 

ii. Artificial Intelligence (AI)   

iii. Data Analysis   

iv. Computational Methods  

 
Again the researcher namely ―Jaime Daniel Mejía 

Castro, Jorge Maestre Vidal, Ana Lucila Sandoval 

Orozco, Luis Javier García Villalba‖ [17] have put 

forward another classification shown as under:
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i. Statistical Based 

ii. Knowledge based  

iii. Machine Learning 

 

Peng Ning & Sushil Jajodia, [18] in his paper has 

provided classification of the intrusion detection based on 

the position of deployment of the intrusion detection 

system. The classifications are as under: 

 

 

Fig. 1: classification of Intrusion detction system 

 

1. Host Based intrusion detection system 

2. Network Based intrusion detection system. 

3. Hybrid intrusion detection system. 

As surveyed from many papers, intrusion detection 

system classification is in fuzz and need proper attention 

towards a better classification. So we have proposed a 
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new classification based on previous classification, 

literature survey and knowledge gained. The proposed 

classification will be followed in next section. 

 

IV. PROPOSED CLASSIFICATION SCHEMA 

As also mentioned in previous sections, different 

classifications have been proposed but none of them was 

fully accountable. I.e. none of the schema has made the 

suitable position for all the existing intrusion detection 

system. In order to understand the nature and working 

mechanisms, we are in need of a better classification 

schema. So here in this research thesis, we have proposed 

a better classification schema, which will classify all the 

existing intrusion detection system very minutely. The 

proposed classification schema is shown in Figure 1.  In 

the figure we have classify the existing intrusion 

detection system up to six levels of classification. The 

levels are differentiated by colours. Each level is being 

developed after the surveying the proper literature 

available on that particular technique. The proposed 

technique has been developed to keeping in view all the 

techniques. Here we will discuss all the mentioned 

quantifiable classification elements in detail one by one. 

Our classification schema is firstly categorized into some 

broad category which are further refined and made a deep 

classification. As shown in Figure1, classification schema 

have first category as ―Anomaly Based detection‖ The 

anomaly based detection schema has been further divided 

into many categories shown in Figure 2 and discussed 

below: 

 

A. Anomaly Based Detection 

Anomaly detection is based on the normal behavior of 

a subject (e.g., a user or a system); any action that 

significantly deviates from the normal behavior is 

considered as intrusive. Anomaly based technique uses 

profile matching mechanism, i.e, normal and abnormal 

behaviour. In this technique, a base line of NORMAL 

data is being set after training the data for normal 

behaviour. If the incoming string or data deviates from its 

base-line of NORMAL, the traffic will be considered as 

anomaly otherwise not [19] [20] [21] [67]. 

Anomaly detection can be further divided into two 

categories as under: 

 

1. Self-Learning. 

2. Programmed. 

 

1. Self-Learning: As per the English dictionary self-

learning is the Learning done by oneself, without a 

teacher or instructor. Thus we can say that self-

learning intrusion detection system mechanism are 

the systems which will learn it-self for the detection  

 

 

 

 

mechanisms. Self-learning systems learn by example, 

which constitutes base line for normal. Typically by 

observing traffic for an extended period of time and 

building some model of the underlying process. Here 

in our proposed classification the self learning has 

been further divided into four categories as under: 

 
i. Biology Inspired 

ii. Data Mining 

iii. Cognitive Based  

iv. Machine Learning 

 
These sub sets have been further categorized as under: 

 

i. Biological Inspired:  

 

Biological organisms cope with the demands of 

their environments using solutions quite unlike the 

traditional human-engineered approaches to problem 

solving. Biological systems tend to be adaptive, 

reactive, and distributed. Bio-inspired computing is a 

field devoted to tackling complex problems using 

computational methods modeled after design 

principles encountered in nature. This course is 

strongly grounded on the foundations of complex 

systems and theoretical biology. It aims at a deep 

understanding of the distributed architectures of 

natural complex systems, and how those can be used 

to produce informatics tools with enhanced 

robustness, scalability, flexibility and which can 

interface more effectively with humans. It is a multi-

disciplinary field strongly based on biology, 

complexity, computer science, informatics, cognitive 

science, robotics, and cybernetics. This field has 

been further divided into two categories as under: 

 

1. Evolutionary  

Evolutionary methods (Biologically driven) are 

mechanisms inspired by biological evolution, such as 

reproduction, mutation and recombination. 

 

2. Artificial Immune System. 

Immune based IDS are developed based on human 

immune system concepts and can perform tasks 

similar to innate and adaptive immunity. In general, 

audit data representing the appropriate behavior of 

services are collected and then a profile of normal 

behavior is generated [22] [16]. One challenge faced 

is to differentiate between self and non-self data 

which when trying to control causes scaling 

problems and the existence of holes in detector sets. 

The field of computer science uses artificial immune 

system (AIS) as a category of computational 

intelligent systems inspired by the biological process 

of immune system of vertebrates.  
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Fig. 2: Anomaly Based IDS 

 

The field of computer science uses the 

characteristics and principles of human immune 

system for the purpose of learning and memorizing 

the events or things. This field has emerged as a 

computational tool or technique towards solving 

computational problems from mathematics, IT and 

engineering etc. Now-a-days the AIS are being 

used to design and development of intrusion 

detection systems. There have been several 

attempts to implement immunity-based systems. 

Some have experimented with innate immunity 

which is the first line of defense in the immune 

system and is able to detect known attacks. For 

example, Twycorss and Aickelin [23] implemented 

libtissue that uses a client/server architecture acting  

as an interface for a problem using immune based
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techniques. [24]. 

 
Furthermore Artificial Immune system has been 

categorized into four categories as shown under: 

 

a. Negative Selection 

Negative selection algorithm is basically inspired 

by positive and negative selection processes, which 

occurs during the maturation of T-Cells in the 

thymus called T-Cell tolerance. Negative selection 

refers to the identification and deletion of self-

reacting cells that is T cells that may select for and 

attack self tissues. This class of algorithms is 

typically used for classification and pattern 

recognition problem domains where the problem 

space is modeled in the complement of available 

knowledge. For example in the case of an anomaly 

detection domain the algorithm prepares a set of 

exemplar pattern detectors trained on normal (non-

anomalous) patterns that model and detect unseen or 

anomalous patterns. 

 

b. Immune Network 

This Algorithm is basically driven from the 

idiotypic network theory proposed by Niels Kaj 

Jerne that describes the regulation of the immune 

system by anti-idiotypic antibodies (antibodies that 

select for other antibodies). The algorithms focus on 

the network graph structures involved where 

antibodies (or antibody producing cells) represent 

the nodes and the training algorithm involves 

growing or pruning edges between the nodes based 

on affinity (similarity in the problems representation 

space). Immune network algorithms have been used 

in clustering, data visualization, control, and 

optimization domains, and share properties with 

artificial neural networks [25]. 

 

c. Clonal Selection 

The Clonal selection algorithm is used by the 

natural immune system to define the basic features 

of an immune response to an antigenic stimulus. It 

establishes the idea that only those cells that 

recognize the antigens are selected to proliferate. 

The selected cells are subject to an affinity 

maturation process, which improves their affinity to 

the selective antigens [26]. 

 

d. Danger Theory 

This Algorithm gives a new direction to 

information security; the algorithm suggests that the 

immune system reacts to counter the danger signals. 

It also provides a method of ‗grounding‘ the immune 

response, i.e. linking it directly to the attacker. Little 

is currently understood of the precise nature and 

correlation of these signals and the theory is a topic 

of hot debate [27]. 

 

ii. Data Mining:  

 

According to R.L. Grossman [28] in "Data Mining: 

Challenges and Opportunities for Data Mining during 

the Next Decade", he defines data mining as being 

"concerned with uncovering patterns, associations, 

changes, anomalies, and statistically significant 

structures and events in data." Simply put it is the 

ability to take data and pull from it patterns or 

deviations which may not be seen easily to the naked 

eye. Another term sometimes used is knowledge 

discovery [16], [28]. 

 

iii. Cognitive Approach:   

 

Cognition refers to mental activity including 

thinking, remembering, learning and using language. 

When we apply a cognitive approach to learning and 

teaching, we focus on the understanding of 

information and concepts. If we are able to 

understand the connections between concepts break 

down information and rebuild with logical 

connections, then our rention of material and 

understanding will increase. When we are aware of 

these mental actions, monitor them and control our 

learning processes it is called metacognition [16]   

 

iv. Machine Learning:  

 

Machine learning is a system capable of acquiring 

and integrating the knowledge automatically. The 

capability of the systems to learn from experience, 

training, analytical observation, and other means, 

results in a system that can continuously self-improve 

and thereby exhibit efficiency and effectiveness. A 

machine learning system usually starts with some 

knowledge and a corresponding knowledge 

organization so that it can interpret, analyze, and test 

the knowledge acquired. [29] Machine learning 

techniques are based on establishing an explicit or 

implicit model that enables the patterns analyzed to 

be categorized. A singular characteristic of these 

schemes is the need for labeled data to train the 

behavioral model, a procedure that places severe 

demands on resources. In many cases, the 

applicability of machine learning principles coincides 

with that for the statistical techniques, although the 

former is focused on building a model that improves 

its performance on the basis of previous results. 

Hence, a machine learning IDS has the ability to 

change its execution strategy as it acquires new 

information. Although this feature could make it 

desirable to use such schemes for all situations, the 

major drawback is their resource expensive nature 

[30]. The machine learning have been further divided 

into five different categories which are as under: 

 

a. Bayesian Network. 

Bayesian networks also known as Belief 
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Networks or Bayes Nets for short is basically 

from the family of probability graphical model 

(GM‘s) [30], [31]. The system is used to 

describe the conditional probability of a set of 

possible causes for a given observed events. 

These types of networks are mainly suitable for 

complex pattern matching. They are suitable for 

extracting complex patterns from sizable 

amounts of input information that can also 

contain significant levels of noise. Several 

systems have been developed using Bayesian 

network concepts. In the following system, 

Scott‗s [32] IDS is based on stochastic models 

of user and intruder behavior combined using 

Bayes theorem which mitigates the complexity 

of network transactions that have complicated 

distributions. Intrusion probabilities can be 

calculated and dynamic graphics are used to 

allow investigators to use the evidence to 

navigate around the system. [16] 

 

b. Generic Algorithm. 

Genetic algorithms are a family of problem-

solving techniques based on evolution and 

natural selection. Potential solutions to the 

problem to be solved are encoded as sequences 

of bits, characters or numbers. The unit of 

encoding is called a gene, and the encoded 

sequence is called a chromosome. The genetic 

algorithm begins with chromosomes population 

and an evaluation function that measures the 

fitness of each chromosome. Finally, the 

algorithm uses reproduction and mutation to 

create new solutions [16] [66]. 

 

c. Fuzzy Logic. 

Fuzzy logic is an approach which is based on 

Boolean logic. It provides the opportunity for 

modelling conditions that are inherently 

imprecisely defined. Fuzzy technique is of the 

form of approximating the decision with the 

powerful reasoning capabilities. Dr Zadeh [33] 

introduces the term fuzzy logic. Fuzzy logic is a 

multi-valued logic, which allows intermediate 

values to be defined between conventional 

evaluations [34]. 

 

d. Artificial Neural Network. 

Artificial Neural Network is a system based 

on the basic principles of biological neural 

networks. This field contains a large number of 

interconnected processing elements (neurons) 

working with each other to solve a particular 

problem [35]. 

 

 

 

 

 

e. Outlier Detection. 

An outlier is based on the concept of  

deviation of observations, which deviates from 

the already observation in order to give alert of 

the suspicious that it was generated by a 

different mechanism [36]. 

 

Furthermore the Artificial Neural Network has been 

categorized into two categories. 

 

a. Supervised Learning 

Supervised learning is a form of machine learning 

technique which sets the parameters of an artificial neural 

network from training data [37]. The process of learning 

of artificial neural is a set of steps. Firstly we have to set 

the value of its valid input parameters after having seen 

output value. The training data consist of pairs of input 

and desired output values that are traditionally 

represented in data vectors. Supervised learning can also 

be referred as classification, where we have a wide range 

of classifiers, each with its strengths and weaknesses. 

Choosing a suitable classifier for a given problem is 

however still more an art than a science. The different 

types of supervised type learning are as: 

 

i. Feed Forward ANN 

 

In such an ANN solution, the data moves from the 

input to the output units in a strictly feed-forward 

manner. Data processing may spawn multiple layers, 

but no feedback connections are implemented. 

Examples of feed-forward ANN's would be a 

Perceptron (Rosenblatt) or an Adaline (Adaptive 

Linear Neuron) based net [38]. 

 

i. Recurrent ANN 

These types of ANN's incorporate feedback 

connections. Compared to feed- forward ANN's, 

the dynamic properties of the network are 

paramount. In some circumstances, the 

activation values of the units undergo a 

relaxation process so that the network evolves 

into a stable state where these activation values 

remain unchanged. Examples of recurrent 

ANN's would be a Kohonen (self-organizing 

map) or a Hopfield based solution [38] [39]. 

 

b. Un-Supervised 

Un-supervised learning is also a machine learning 

technique in which the output unit is trained in response 

to the pattern in the input framework. I.e. in which the 

networks learn to form their own classifications of the 

training data without external help. [40] In this kind of 
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situation, the system is given a task to show / discover all 

the possible patterns based on the input population. 

Compared to the supervised learning method, there is no 

a priori set of categories into which the patterns are to be 

classified; rather the system has to develop its own 

representation of the input stimuli. For supervised and  

unsupervised learning methods, basically all the learning 

rules reflect a variant of the Hebbian learning rule [37]. 

The different types of un-supervised learning are as under: 

 

i. Self-Organizing Maps. 

 

Neural networks that contain two layers and in 

implementation, a winner take all strategy in the 

output layer. Rather than taking the output of 

individual neurons, the neuron with the highest 

output is considered the winner. SOM's are typically 

used for classification related problems, where the 

output neurons represent groups that the input 

neurons are to be classified into. SOM's are usually 

trained with a competitive learning strategy. 

 

ii. Unsupervised adaptive Resonance theory. 

 

Adaptive resonance theory is a neural theory 

which helps us to learn the concepts about how the 

brain develops and learns to recognize the objects 

and then recall them in his whole life. The process 

shows how to learn, categorize the events; in order to 

deal with coming events based on the categories 

already learned [40]. 

 

Also from supervised section, the Feed Forward ANN 

and Recurrent ANN have been divided into two sub-

categories as: 

 

Feed Forward ANN 

a. Multilayer Feedback 

b. Radial Based function  

Recurrent ANN 

a. Elman Recurrent. 

b. Cerebella Mode Architecture control NN. 

 

2. Programmed 

The programmed learning needs some agent either it 

be a user or some other, who teaches the system, program 

it to detect the different anomalies or malicious events. 

Thus the user or the programmer of the system forms an 

opinion or idea on what is considered abnormal enough 

for the system to signal a security violation [41][42]. The 

techniques used for intrusion detection system which 

comes under this category are as:  

 

i. State Series modelling detection. 

 

The technique state series modelling involves the 

operations of encoded as a set of states. The 

transitions in between all the states are maintained 

internally in the model, not explicit as when we code 

a state machine in an expert system shell. In any state, 

the match will be carries out, once the match is there 

for the state, the intrusion detection system engine 

waits for the next transition to occur. If the 

monitored action generated by the state is described 

as allowed the system continues, else if the transition 

would take the system to another state, any unknown 

(implied) state that is not described in the action list, 

then the system will sound an alarm [43] [44]. The 

monitored actions that can trigger transitions are 

usually security relevant actions such as file accesses 

(reads and writes), the opening of ‗secure‘ 

communications ports, etc. The rule matching engine 

is simpler than and not as powerful as a full expert 

system. There is no unification, for example. It does 

allow fuzzy matching, however— fuzzy in the sense 

that an attribute such as ‗Write access to any file in 

the /tmp directory‘ could trigger a transition. 

Otherwise the actual specification of the security 

operation of the program could probably not be 

performed realistically [41].  

 

ii. Simple Rule based detection. 

 

Rule-based techniques [7] detect intrusion by 

observing events in the system and applying a set of 

rules that lead to a decision regarding whether a 

given pattern of activity is suspicious. The system 

involves an attempt to define a set of rules that can 

be used to decide that a given behavior is that of an 

intruder [41]. 

 

iii. Threshold based detection. 

 

The technique threshold based detection is 

considered to be the simplest technique among the 

programmed descriptive statistics detectors. 

Threshold detection actually maintains mechanisms 

of counting the number of frequency of a specific 

event type over an interval time. If the count 

surpasses what is considered a reasonable number 

that one might expect to occur, then the intrusion is 

assumed [45]. The system works on the pre-defined 

statistics. i.e the system collects the necessary 

statistics and user can program predefined threshold 

in the form of range which will finally suggest that 

alarm may be generated or not for that statistical data 

or we can say that when the system has collected the 

necessary statistics, the user can program predefined 

thresholds (perhaps in the form of simple ranges) that 

define whether to raise the alarm or not. An example 

is ‗(Alarm if) number of unsuccessful login 

attempts >3 [46] [41]. 

 

iv. Default Deny. 

 

The method uses defaults deny security policy 

under which we define or state the observations as 

the deviation from the normal. In This method, the 

deviation flags are used for the operations. The 
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model uses flags for checking the intrusive activities 

in the system. The formulation comes from the 

general legal system, which labels each and every 

thing as legal and illegal [41]. 

 

v. Statistical Based. 

 

Statistical based systems use profiling technique 

[47].The system determines the normal activity 

―Normal‖ and all the traffic which comes to system 

if falls under these conditions will be treated as 

normal and if the traffic falls outside the scope of 

normal is treated as abnormal or anomalous. The 

system will build profile of normal statistical 

behavior by the system of collecting descriptive 

statistics on a number of parameters [41]. The 

categories which come under the category of 

statistical based system are as: 

 

a. Markova Process 

A Markova process is the method/ technique 

applied to form programmed intrusion detection 

systems. Markov process is a stochastic process 

which will have finite states or finites states of 

possible outcome. Also the outcome of any of the 

stage that we are supposed to get directly depends 

on the outcome of the previous states. Also the 

most possible outcome of the states must be 

constant over time [42]. This model identifies 

intrusion by examining the system at fixed 

intervals and keeping track of its state. A 

probability for each state at a give time interval is 

computed when an event occurs it changes the 

state of the system and if the probability for that 

state to occur at that time interval is low that 

event is considered anomalous. This model might 

be useful for looking at transitions between 

certain commands where command sequences 

were important [43]. 

 

b. Operational Model 

This model is based on the range of events 

generated i.e maximum and minimum. Therefore 

based on the cardinality of events that happens 

over a period of time an alarm is raised if fewer 

then m or more than n events occur [43]. For 

Example: An E-Banking account, a user after 

unsuccessful 5 login attempts locks the account 

for any more transactions. Similarly The size of 

executable files allowed to be downloaded in 

some organizations is restricted to some value e.g. 

Gmail the size of file uploaded is 25 MB..The 

challenge in this sub-model is determining m and 

n. 

 

c. Multivariate Model 

The Multivariate model is popular statistical 

tool that uses multiple variables to forecast 

possible investment outcomes. Multivariate 

models predict outcomes of situations that are 

affected by more than one variable, and are 

widely used in the financial world. The model 

works on the mechanism of the mean and 

standard deviation, therefore the model is based 

on correlations among two or more metrics. This 

model would be useful if experimental data show 

that better discriminating power can be obtained 

from combinations of related measures rather 

than individually-e.g., CPU time and 1/0 units 

used by a program, login frequency, and session 

elapsed time (which may be inversely related). 

[43]. 

 

d. Time Series Model 

The model uses two parameters interval time 

and event count. The model takes these 

parameters into account of the order and inter-

arrival times of the observations as well as their 

values. The new observation which we got can be 

treated as if the probability of occurring of that 

event is very low. It uses probabilistic its 

probability of occurring at that time is too low, 

but the disadvantage of being more costly than 

mean and standard deviation [43]. 

 

B. Misuse Based IDS 

Mis-Use based intrusion detection system is based on 

rules. The rules used for the detection purpose in this 

technique may either be preconfigured by the system or 

these may be setup manually by the administrator. These 

rules will look for signatures on the network and then 

system operations try to catch known attack that should 

be considered as Misuse [18] [44] [68].  You can think of 

Misuse detection as a specific deny rule firewall. 

Example: We can model certain user‘s daily activity very 

minutely and very effectively. Suppose the user for which 

we are making profile logs in around 10 am, login in 

mails, and performs some transactions and takes break at 

1: 00 pm, has very little number of access errors, no 

debugging tool used and so on. If the system that the 

system is being logged in at 3:00 am, start using 

compilers and debugging tools and has large number of 

file access errors, the system will flag this activity as 

suspicious and will raise alarm. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Mis-Use Based IDS
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The Mis-use can be further classified in the following 

sub groups which are as under: 

 

i. State Modeling 

 

A state model is a representation of the process 

model for one type of change request. A state 

represents the status of an individual change request. 

State-modelling encodes the intrusion as a number of 

different states, each of which has to be present in 

the observation space for the intrusion to be 

considered to have taken place [45]. They are by 

their nature time series models. Two subclasses exist: 

in the first, state transition, the states that make up 

the intrusion form a simple chain that has to be 

traversed from beginning to end; in the second, Petri-

net, the states form a Petri-net. In this case they can 

have a more general tree structure, in which several 

preparatory states can be fulfilled in any order, 

irrespective. 

 

ii. Expert System 

 

An Expert system is based on the statistical profiles 

of users, events etc. and then use the same for the 

intrusion detection process [46]. Thus expert system 

is employed to reason about the security state of the 

system, given rules that describe intrusive behaviour. 

The system works on the principle of previously 

defined set of rules which when assembles in 

sequence represent an attack. In expert system, all 

the events that have been incorporated in an audit 

trail are translated in the form of if-then-else rules. 

However it is very hectic to get a perfect rule for 

input data stream.  

 

iii. String Matching 

 

String match is very simple and based on the 

character matching pattern but are case sensitive in 

nature. In this type of techniques, Sub-strings 

characters are being matched in the text that has been 

ment for transmission. These systems are not flexible, 

but it has the virtue of being simple to understand 

[41].  

 

iv. Simple Rule Based 

 

These systems are similar to the more powerful 

expert system, but not as advanced. This often leads 

to speedier execution [41]. The system observes 

events on system & applies rules to decide if activity 

is suspicious or not. The rule-based anomaly 

detection analyzes historical audit records to identify 

usage patterns & auto-generate rules for them. They 

also observe current behavior & match against rules 

to see if conforms. It does not required prior of flaws 

as like statistical anomaly detection [7], [47]. 

 

 

C. Composite  

The composite or hybrid system is the system which 

implements multiple IDS approaches to coexist in a 

single system. In these types of techniques, the 

researchers have used both anomaly as well as Mis-use 

based intrusion detection in combination and can be 

classified in following categories as shown in fig 4 below: 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Composite IDS 

 

v. Signature Inspired 

 

Signature inspired detectors form a compound 

decision in view of a model of both the normal 

behaviour of the system and the intrusive behaviour 

of the intruder. The detector operates by detecting 

the intrusion against the background of the normal 

traffic in the system [48]. At present, we call these 

detectors ‗signature inspired‘ because the intrusive 

model is much stronger and more explicit than the 

normal model. These detectors have at least in 
theory - a much better chance of correctly detecting 
truly interesting events in the supervised system, 

since they both know the patterns of intrusive 

behaviour and can relate them to the normal 

behaviour of the system [49]. These detectors would 

at the very least be able to qualify their decisions 

better, i.e. give us an improved indication of the 

quality of the alarm. Thus these systems are in some 

senses the most ‗advanced‘ detectors surveyed. 

 
vi. Self-learning 

 

These systems automatically learn what constitutes 

intrusive and normal behaviour for a system by being 

presented with examples of normal behaviour 

interspersed with intrusive behaviour [41]. The 

examples of intrusive behaviour must thus be flagged 

as such by some outside authority for the system to 

be able to distinguish the two. Automatic feature 

selection there is only one example of such a system 

in this classification, and it operates by automatically 

determining what observable features are interesting 

when forming the intrusion detection decision,  
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isolating them, and using them to form the intrusion 

detection decision later [50]. 

 

D. Design Based 

The intrusion detection systems can be classified on 

the basis of Design. The sub-class which comes under the 

strategy is as: 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Design Based 

 

i. Stand Alone  

 

Standalone intrusion detection system is executed 

independently for each and every client/ node over 

the network and the decision taken for that node is 

solely on the data collected from that particular node 

/ client [51] . In this type of detection, node has no 

idea of the position of other data on the network and 

also no network alert crosses over the network. This 

type of systems is most suitable for flat network 

system .Due to less information about the rest of the 

nodes in detection mechanisms  this type of system is 

not opted in many intrusion detection systems [52] , 

[53]. 

 

ii. Distributed 

 

In this type of system, we have collaborative work 

between the clients / nodes. Here the system each 

node co-operates with the other node to make the 

detection successful. Each IDs node/agent/ client is 

responsible for detection, data collection and 

response generation [54]. In the system, nodes co-

operate with each other when there is not convincing 

evidence in global intrusion detection. This 

architecture is bit sophisticated as each node has to 

maintain local as well as global intrusion detection 

process, which may lead to overloading of memory 

[9]. 

 
iii. Hierarchal 

 

The Hierarchical intrusion detection system is a 

well developed distributed intrusion detection system. 

The system has been particularly developed for 

multi-layered infrastructure which uses clusters for  

the purpose of detection. Each cluster has a cluster-

head associated with it, which has more 

responsibility compared to other members [55]. In 

this system, each IDS-agent is performed on every 

node and is locally responsible for its node, thus we 

can say that for monitoring and deciding on the 

locally detected intrusion. Each cluster-head is 

locally in charge of its node and globally in charge of 

its cluster. [56]. 

 

iv. Mobile Agent IDS 

 

As we know that the mobile agents do not involve 

directly in improving techniques for detection, but 

the mobile agents can be applied for reshaping the 

way of they will be applied in order to enhance the 

efficiency and effectiveness of that particular 

technique [57]. One area in which mobile agent is 

used is reducing the log data in inner nodes of 

distributed system within hierarchical intrusion 

detection system. In this scenario, the agents visit 

data repositories and mine results in an efficient 

manner [58] [57]. In addition to the reducing of 

network load, the mobile agents are being used in 

minimizing the ability of an attacker to deceive IDS 

through discrepancies between protocol stack of the 

target and protocol model. Based on the concept, the 

agent replicates itself and will reside on multiple 

platforms. Based on multiple platforms, multiple 

agents runs concurrently to reduce the potential of 

dropping packets while maximizing the potential for 

triggering a quick response to a detected intrusion.  

When the network is using network level encryption, 

availability of resident components at the host also 

provides the means of viewing the packets in clear 

text format. Mobile agents can help in the 

implementation of robust, attack-resistant IDS 

architectures [59].  When agents sense some danger 

or some suspicious activities in the network, the 

Agents can relocate and thus operate autonomously  

and asynchronously from where created, collaborate 

and share knowledge, and be self organizing (e.g., 

dynamically reconfiguring relationships to 

compensate for failure of key components) [60]. 

 

E. Time Aspect Based IDS 

This category can be divided into two sub-categories as 

under: 

 

 

 

 

 

 

 

 

 

Fig. 6: Time Aspect Based IDS 
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i. Real time based 

 
In this type of system, the data is being analyzed 

for some intrusion while session is in progress and 

raises alarm immediately when the system detects 

some suspicious data as an attack. Thus the data over 

the network is check for any intrusion in the real time 

aspect scenario. 

 

ii. Offline based  

 

In this type of system, the data which we are going 

to analyze for some intrusion has been collected 

previously. i.e. the data to be analyzed are already 

there stored somewhere in term of log and are later 

processed for intrusion detection process. These 

types of systems are mainly used for understanding 

the attack behaviour. 

 

F. Monitoring  

The intrusion system can be also classified on the 

scope of monitoring. The sub-classes are: 

 
 

 
 

 

 

Fig. 7: Monitoring Based IDS 

 
i. Transition based 

 
In this approach [61] [62] attacks are represented 

as a sequence of state transitions of the monitored 

system. States in the attack pattern correspond to 

system states and have Boolean assertions associated 

with them that must be satisfied to transit to that state. 

Successive states are connected by arcs that represent 

the events/conditions required for changing state. 

These conditions, or signature actions, are not 

limited to a single audit trail event, but may be a 

complex specification of conditions. 

 
ii. State Based  

 
In this approach, attacks can be detected on the 

single state i.e current state of the node/ client, thus 

identifies the intrusion on the state itself instead of 

changing of states ie. Transition as we have in 

transition based intrusion detection system [62].  

 

G. Architecture Based  

The intrusion detection system can also be classifies in 

accordance to their architecture. The different possible 

architectures are as: 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Architecture Based 

i. Single tired Architecture  
 

A single tired architecture, the most basic of the 

architecture, in which components in IDS collect 

data and process data themselves, rather than passing 

the output they collect to another set of components 

[1] Example HIDS tool that takes the output system 

logs and compares it to known patterns of attack.  

 

ii.  Multi tired Architecture:  
 

A multi-tiered architecture involves multiple 

components that pass information to each other [1] 

IDS mainly consists of three parts and they are as 

under:  

 

 Sensors  

 Analyzers or agents  

 Manager  

 

iii. Centralized 
 

A centralized architecture relays on one server that 

is attached to all other clients, which regulates the 

traffic for these node [1], which mean all the 

incoming traffic and outgoing traffic make through 

that server and checks for the intrusion. 

 

H. Position of Deployment 

The intrusion detection can be classified by the nature 

of deployment of intrusion detection system. The 

classification based on the position of deployment is as 

under: 

 

 

 

 

 

 

 

Fig. 9: Position of deployment 

 

i. Host based 

 

The host-based intrusion detection system (HIDS) 

is a system which monitors and analyzes the network  
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or system data for some intrusion for a particular 

node. The system will analyze several areas to 

determine whether the data over that host is 

malicious or not. The host based system will consult 

several types of log files and then compare those log 

files against the internal database for known attacks 

[63]. The host-based IDS filters logs (which, in the 

case of some network and kernel event logs, can be 

quite verbose), analyzes them, re-tags the anomalous 

messages with its own system of severity rating, and 

collects them in its own specialized log for 

administrator analysis. The host based system can 

also check the integrity of important data file. It uses 

the checksum method by creating the checksum for 

each file and stores the same in a simple text file. 

Then the system periodically checks for the 

checksum already stored, if the checksum doesn‘t 

match for any file, the IDS will make an alert to the 

administrator by email or message [64], [65]. 

 
ii. Network based 

 
Network based intrusion detection system is the 

system which inspects the individual packets flowing 

across the network. The NIDS can detect malicious 

packets that are designed to be overlooked by a 

firewalls simplistic filtering rule [65]. A network-

based intrusion detection system comprising at least 

one monitoring network interface card (NIC) for 

collecting packets of traffic to be analyzed from a 

network, and at least one response NIC for sending a 

packet for execution of a suspicious network activity 

operation and session kill operation to the network 

Where a plurality of monitoring NICs analyze traffic, 

they possess response NICs in an individual or 

shared manner, respectively. A response gateway is 

further provided to route a packet from a response 

NIC to the network under the condition that the 

response NIC cannot send the packet directly. 

Therefore, the network-based intrusion detection 

system can actively interrupt and hinder intrusion 

attempts irrespective of a network configuration type 

upon detecting network intrusions such as hacking, 

service attacks, scanning, etc., thereby minimizing 

improper measures to hacking and accurately 

monitoring a plurality of networks at the same time 

[66]. 

 

VI.  CONCLUSIONS 

The intrusion detection systems are used to detect the 

attacks coming towards the critical data of the user. As 

there are many types of intrusion detection system which 

detects these known as well as unknown attacks coming 

towards the user‘s data but up to this, there was no better 

classification in the literature of intrusion detection, this 

paper presents a better and elaborated classification based 

on the various parameters mentioned in the paper. The 

paper also describes each and every category discussed in  

the classification diagram. The paper gives a better idea 

about the category of intrusion detection available in 

classification.  
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