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Abstract — In defence and military scenarios, Unmanned 
Aerial Vehicle (UAV) is used for surveillance missions. 
UAV’s transmit  live v ideo to the base station. Temporal 
attacks may be carried out by the intruder during video 
transmission. These temporal attacks can be used to 
add/delete objects, individuals, etc. in the live 
transmission feed. This can cause the video informat ion 
to misrepresent facts of the UAV transmission. Hence, it  
is needed to identify the fake video from the real ones. 
Compression techniques like MPEG, H.263, etc. are 
popularly used to compress videos. Attacker can either 
add/delete frames from v ideos to introduce/remove 
objects, individuals etc. from video. In order to perform 
attack on the video, the attacker has to uncompress the 
video and perform addition/deletion of frames. Once the 
attack is done, the attacker needs to recompress the 
frames to a video.   Wang and Farid  et. al. [1] proposed a 
method based on double compression technique to detect 
temporal fingerprints left in the video caused due to 
frame addit ion/deletion. Based on double MPEG 
compression, here we propose a video forensic technique 
using machine learning techniques to detect video forgery. 
In order to generate a unique feature vector to identify  
forged video, we analysed the effect of attacks on 
Prediction Error Sequence (PES) in various domains like 
Discrete Cosine Transform (DCT), Discrete Fourier 
Transform (DFT), Discrete Wavelet Transform (DWT) 
domain  etc. A new PES feature γ is defined and extracted 
from DWT domain, which is proven robust training 
parameter for both Support Vector Machine (SVM) and 
ensemble based classifier. The t rained SVM was tested 
for unknown videos to find video forgery. Experimental 
results show that our proposed video forensic is robust 
and efficient in detecting video forgery without any 
human intervention. Further the proposed system is 
simpler in design and implementation and also scalable 
for testing large number of v ideos.  
 
Index Terms — Digital forensics, Temporal forensics, 
Discrete Cosine Transform, Discrete Fourier Transform, 
Discrete Wavelet Transform, Support Vector Machine, 
Ensemble based classifier 
 

I.  INTRODUCTION 

Recent trends have seen an extensive use of video for 
communicat ion, education, medical, entertainment, 

security, surveillance, defence makes it a  rich source for 
exploitation in the cyber domain. With the advent in 
video technology, numerous tools are available to easily  
edit/tamper v ideo even by a novice user. Video sequences 
can be maliciously tampered to misrepresent audio & 
visual informat ion being conveyed. Numerous video 
editing tools are available in the market  that allows easy 
editing of video informat ion. Malicious indiv iduals can 
alter v ideo by deleting/adding frames in a v ideo. Frames 
can be deleted to remove objects from a v ideo such as, 
individuals, weapon etc. Similarly, frames can be added 
to introduce objects in the v ideo. Deletion/addition of 
frames is done to misrepresent the video informat ion or 
for the purpose of covert communication i.e . video 
steganography. Frames can be deleted from the v ideo to 
remove objects/persons from CCTV footage to avoid 
charges in the court of law. Especially in case of defence 
scenario, where UAV’s transmit live video to the base 
station, these temporal attacks may cause to misrepresent 
critical UAV data. Detecting the traces of video 
tampering is a challenging and cumbersome task for 
video forensic analyst while analyzing large number of 
frames in v ideos.  

Dig ital fo rensic is a significant tool that can be used to 
find digital evidences of alteration in the video. Video 
forensics deals with the acquisition and analysis of traces 
left due to the source device or the compression history. 
Very few works has been reported on video forensics 
based on the compression history. Wang et. al. [1] 
proposed a method based on double compression 
technique to detect temporal fingerprints left in the video 
caused due to frame addit ion/deletion. Stamm, Lin  and 
Liu [2] extended this work for temporal forensics and 
anti-forensics techniques along with a game theoretic 
framework. The technique proposed by Wang relies on 
visual detection of temporal fingerprints in DFT domain. 
Detecting the peak location by visual inspection is a 
tedious task in case of analyzing large number of v ideos 
and also prone to human error.  

Section II b riefly explains the MPEG compression, 
Section III describes the temporal fo rensic of video, 
Section IV analyses the feature extract ion for mach ine 
learning, Sect ion V describes machine learn ing 
techniques like SVM [3-4] and Ensemble based classifier. 
Section VI proposes a novel technique to classify forged 
videos. Section VII analyses the experimental setup and 
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results of the proposed technique. Section VIII concludes 
the paper followed by Appendix in last section. 

 

II. MPEG COMPRESSION 

MPEG [5-7] is a widely used and popular video 
compression standard. It is extensively used for video 
streaming, d igital video broadcasting, security and 
surveillance related applications. In a MPEG encoded 
video sequence, any video is considered as a sequence of 
images. Group of Pictures (GOP) is then defined as a set 
of video frames that follow a predefined frame pattern. 
Frame pattern consists of Intra frames (I), Bi-directional 
frame (B) and Prediction frame (P). Frame pattern can  be 
of the form IBPIBP, IPPPIPP, IBBPBBPBB etc. It is 
applied to the whole video sequence. I-frames are used as 
reference/anchor frame to predict P/B-frames in a GOP. 
P-frames are predicted from preceding I-frame/P-frame. 
B-frames are predicted using preceding and following 
I/P- frames within a GOP. B-frames can be optional in a 
video sequence. Fig. 1 demonstrates an inter-frame 
coding of P-frames and B-frames with in a GOP . 

 

 
Figure 1:  Inter-frame coding in a GOP 

 
Spatial redundancy [5],[6],[7] is eliminated in the 

similar manner as for a JPEG standard using Discrete 
Cosine Transform (DCT) and entropy encoding 
techniques. Motion compensation techniques [5],[6],[7] 
are applied to eliminate temporal redundancies caused 
due to the motion of objects between frames. Motion 
estimation computes motion vectors between two frames, 
to find displacement of objects moving between the 
frames. Motion compensation uses these motion vectors 
to predict future P-frame/B-frame. The difference 
between the anchor frame and pred icted P-frame fo rms 
PES for the video. If L is the total number of predict ion 
error frames in the video and ei be the prediction error of 
the ith P-frame then PES is given as Pes(n)=[e(1), 
e(2),...e(L)], where e(L)[2].  

Prediction  error is computed between I-frame / P-
frame and the predicted frame. I-frames, motion vectors 
and PES are transmitted as a bit stream to the decoder, 
instead of the whole video frames. Various video 
compression standards such as MPEG-2, MPEG-4, H.263, 
H.264 etc. use these motion compensation techniques. 

 

III.  TEMPORAL VIDEO FORENSIC 

A. Temporal Attack on Video 
In order to delete frames from a v ideo, it has to be 

uncompressed so as to access frames in the video. The 
frames are then deleted from the uncompressed sequence 
of images. After delet ing the frames the sequence of 
images are re-compressed to form the MPEG compressed 
video. Fig. 2 shows the flowchart for frame 

addition/deletion for an MPEG video. Fig. 3 shows a 
sample “Carphone” video used in the conducted 
experiments. 

 

 
Figure 2:  Frame addition/deletion  

 

 
Figure 3:  “Carphone” video sequence  

 

B. Prediction Error Sequence (PES) 
Prediction frame is computed in the MPEG encoder 

during motion estimation. The p rediction frame is the 
difference of the reference frame (I/P- frame) and the 
predicted P-frame. The prediction frame is averaged to 
obtain the prediction error. The set of pred iction errors 
computed in a video sequence forms the Prediction Error 
Sequence (PES)[2].Th is PES is extracted from the 
temporal properties of the motion compensated video. Fig. 
4 shows the PES of the original “Carphone” video 
sequence and Fig. 5 shows the PES of the 6-frames 
deleted “Carphone” video sequence 

 

 
Figure 4:  PES of the original “Carphone” video 
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Figure 5:  PES of the 6–frames deleted “Carphone” video 

 

IV.  PES FEATURE EXTRACTION  

Transformat ions like DCT, DFT, DWT etc. are proven 
as a suitable candidate for pattern recognition and 
classification problems [8]. The mach ine learn ing 
approach is proposed to classify the tampered video from 
the original videos. Machine learning [8] techniques 
require feature vectors for classification of data. We 
propose to use  various transformations such as Discrete 
Cosine Fourier Transform (DFT) [1],[2],[8], Discrete 
Cosine Transform (DCT) [8] and Discrete Wavelet 
Transform (DWT) [8-9] to generate statistical feature . As 
compared to the orig inal input feature vectors, transform 
domain features show high information packing 
properties [8]. The basic approach followed is to 
transform a given set of measurements to a new set of 
statistical feature. Th is reduces the necessary feature 
space dimension. This task is referred as dimensionality 
reduction techniques. Using transform-based features will 
help remove information redundancies from the dataset.        
The length of PES depends on the number of frames in a 
video. For v ideo forensic analysis, the number of frames 
in the video under test may vary from the orig inal v ideo. 
This affects the length of PES in  a v ideo. Hence, analysis 
in frequency domain  is better strategy compared to the 
time domain analysis. The transform coefficients are a 
suitable candidate to obtain feature vectors. This section 
explains the use of DCT, DFT, DWT domain coefficients 
to generate unique feature for temporal video forensic. 

A. Discrete Fourier Transform (DFT)  
Discrete Fourier Transform (DFT) [1],[2],[8] is an 

important tool in numerous applications of d igital signal 
processing, image processing. Wang and Farid [1] 
illustrated that DFT can be used to detect video tampering 
in the video compression history. DFT fo r N  input 
samples x(0), x(1), . . . , x(N -1) is defined as, 

                                        (1) 

Fig. 6 shows the DFT p lot of the PES for the orig inal 
“Carphone” video sequence with 250 frames following 
IPPP frame pattern. Fig. 7 shows the DFT plot of the 
PES for the 6-frames deleted at the starting position in the 

“Carphone” video sequence. The DFT of the frame 
deleted video shows spikes in the DFT p lot. These spikes 
are the fingerprint of the video frame delet ion and caused 
due to the process of double MPEG compression [1]. The 
technique proposed by Wang relies on visual detection of 
temporal fingerprints in DFT domain. Detecting the peak 
location by visual inspection is a  tedious task in case of 
analyzing large number of videos and also prone to 
human erro r. 
 

 
Figure 6:  (|DFT{PES}| of the original “Carphone” video 
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Figure 7:  (|DFT{PES}| of the6–frames deleted “Carphone” 

video 
 

B. Discrete Cosine Transform (DCT) 
DCT is used in data compression, frequency spectrum 

analysis and information hid ing. DCT has better energy 
compaction properties i.e few transform coefficients can 
represent the majority of the energy in  a sequence. 
Mathematically a DCT of an input sequence x is given as , 

  

                     (2) 

where,  

 
DCT have very good information-packing properties for 
images. i.e. they concentrate most of the energy in a few 
coefficients. The DCT transform of an image shows that 
the high-intensity coefficients are concentrated in a small 
area. This size changes with various transforms as it 
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depends on the property of energy compaction properties 
of the transform. Fig. 8 shows the DCT plot of the PES 
for the original “Carphone” video sequence with 250 
frames fo llowing IPPP  frame pattern. Fig. 9 shows the 
DCT plot of the PES for the 6-frames deleted at the 
starting position in the “Carphone” video sequence. No 
prominent difference found in DCT domain compare to 
DFT domain. 
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Figure 8:  DCT{PES} of the Original “Carphone” video 
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Figure 9:  DCT{PES} of the 6–frames deleted “Carphone” 

video 
 

C. Discrete Wavelet Transform  
Discrete Wavelet Transform (DWT) [8],[9] represents 

a signal in t ime-frequency form.DWT is based on sub-
band coding. Digital filtering techniques are utilised to 
represent a digital signal in time-scale form. The signal to 
be analysed is passed through filters with different cutoff 
frequencies at different scales. In DWT, the most 
prominent informat ion in the signal appears in h igh 
amplitudes and the low amplitude signals are less 
prominent informat ion. 

To carry out the forensic analysis of the video in  
question, we need to find or extract unique feature 
describing overall characteristic of PES vector. DWT is 
used to generate feature vector for a classifier. Hence, 
first level DWT is applied on PES to obtain coarse and 
detail sub-bands. DWT applies low pass filter to form low 
frequency component, approximate coefficient (cA) 
and high pass filter to form high frequency component, 
detail coefficient (cD). The length of cA  is L/2 and that of 
cD is L/2. Then the difference vector signal Diff(n)  = 
cA(n)-cD(n) , where 1≤n≤L/2 .It  is calcu lated in order to 
extract unique feature γ related to o rig inal or tampered 
video. Fig. 10 shows the steps for γ ext raction. 
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Figure 10:  γ feature extraction using PES  

 
Fig. 11 shows the cA coefficients of the DWT {PES} 

for the original “Carphone” video sequence with 250 
frames fo llowing IPPP  frame pattern. Fig. 12 shows the 
cA coefficients of the DWT{PES} for the 6-frames deleted 
at the starting position in the “Carphone” video sequence. 
Fig. 13 shows the cD coefficients of the DWT {PES} for 
the original “Carphone” video sequence with 250 frames 
following IPPP frame pattern. Fig. 14 shows the cD 
coefficients of the DWT {PES} for the 6-frames deleted at 
the starting position in the “Carphone” video sequence. 
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Figure 11:  cA of the (DWT {PES} of the original “Carphone” 

video 
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Figure 12:  cA of the  ( DWT{PES} of the 6–frames deleted 

“Carphone” video 
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Figure 13:  cD of the  ( DWT{PES} of the original “Carphone” 

video 
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Figure 14:  cD of the  ( DWT{PES} of the 6–frames deleted 

“Carphone” video 

 

 
Figure 15:  |Diff(n)| values for original “Carphone” video with 

250 frames  

 

 
Figure 16:  |Diff(n)| values for “Carphone” video with 6-frames 

deleted at the start 
 

γ is computed on PES of orig inal v ideos as well as on 
PES of altered videos after deleting different number of 
frames e.g. 3, 6, 9 etc. Also experimentally, the γ-values 
of orig inal and framed deleted videos are found to differ a  
lot, hence γ can be used as a robust feature for training 
SVM to classify forged videos. 

 

V.  MACHINE LEARNING TECHNIQUES[8] 

The real world applicat ions deal with classifying data 
and recognising patterns from the data. There exists 
numerous supervised, semi supervised and unsupervised 
data classification algorithms[8] such as Artificial Neural 
Networks (ANN), decision trees, Support Vector 
Machine (SVM)[3],[4],[8] Ensemble based 
classifiers[8],[13],[14],[15] etc. These classification 
algorithms can be used in digital forensic applications to 
detect tampering and gather evidences from dig ital 
content. The proposed technique utilises SVM and 
Ensemble based classifiers to classify the tampered video 
from the original video, using the PES.  

A. Support Vector Machine 
Support Vector Machine is a set of supervised learning 

methods introduced by Vapnik (1995) and Cortes. It is a 
learning system that distinguishes between two classes by 
an optimal separating hyper plane. If the distance 
between closest input vectors to the hyperplane is 
maximum and the separation is without any error, the set 
of vectors are optimally separated.   

Kernel methods map data from input space to feature 
space and perform learning in feature space. The kernel 
defines the classifier. SVM employs numerous kernel 
functions such as linear, polynomial, quadratic, rad ial 
basis function (RBF) and Multilayer perceptron (MLP). 
These kernel functions are used as approximat ing 
functions. These functions solve the problem of curse of 
dimensionality. 

The goal of a classification problem is to discriminate 
between two classes, without loss of generality and SVM 
helps achieve it. This will help the classifiers to work 
well on unseen problems. SVM is a robust classification 
algorithm used for text classificat ion, face recognition 
and several pattern recognition problems. The robustness 
makes SVM a suitable choice for carrying out 
classification of v ideo forgery using PES. 

B. Ensemble Based Classifier 
In mach ine learning, ensembles [13],[14],[15] are used 

as they produce better results in term of accuracy and 
stability. The idea of ensemble based classifiers is to 
combine a set of classifiers instead of a single classifier. 
Weak learners will produce varying results making the 
classifier unstable and less accurate. The use of mult iple 
classifiers, instead of a single classifier will reduce bias, 
because multiple classifiers will learn better. Hence, 
ensembles are used to improve the performance of these 
unstable learners. Ensemble based methods are used to 
detect video tampering with respect to original v ideos 
using the temporal property of the video (PES). 

Ensemble based classification algorithm are proven to 
be suitable for mult imedia detection scenarios. In our 
proposed technique, it is used to classify the videos as 
either orig inal or fo rged. Ensemble methods are used to 
map training data to kernel space. γ feature is used to 
train the ensemble classifier. Various learning algorithms 
are employed by ensembles to improve the classifiers 
performance. Boosting & bagging are the popular 
ensemble methods.  

Boosting [13-15] is a technique to improve the 
performance of any learning algorithm. AdaBoost 
(Adaptive Boosting) is such boosting algorithm 
formulated by Yoav Freund and Robert Schapire. It is an 
adaptive algorithm, as it tweaks the classifiers for data 
misclassified by previous classifiers. Even though the 
classifiers used may be weak, the algorithm will finally  
improve the model. The weak classifiers are considered, 
because they will have negative values in the final 
aggregation of the classifiers and will work as their 
inverses.. The technique repeatedly runs a weak learner 
on various distributed training data. These classifiers can 
be merged to form a strong classifier, hence reducing the 
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error rate to increase the accuracy. Boosting algorithms 
have certain limitations. The algorithm fails to perform 
for insufficient data. It also fails to perform if the data is 
noisy. 

Bagging [13-15] ensemble is a technique where each 
classifier is trained on a set of training data that are drawn 
randomly. The training is again  carried out by  replacing 
the training data with a dataset from the original train ing 
set. This training set is called a bootstrap replicate of the 
original train ing dataset. In bootstrapping, the replicate 
consists of average, 63.2% of the original t rain ing set, 
with multiple p roblems being trained many times. The 
predictions are made by considering the majority of votes 
in the ensemble. The aim of bagging is to reduce the error 
due to variance of the classifier. 

 

VI. THE PROPOSED VIDEO FORENSIC TECHNIQUE 

In order to overcome the drawback of the method 
proposed by Wang & Farid, here we propose a novel 
method to automatically detect video forgery. Also 
analysing videos is a stressful and cumbersome job for 
human being. Hence, we propose to apply transforms to 
PES and extract feature vectors to classify video forgery  
using machine learn ing techniques like SVM, Ensemble 
based classifier. Fig. 17 shows the block diagram of our 
proposed temporal fo rensic method. 

Here, we propose a novel technique to detect frame 
deletion using DWT and SVM, after analyzing the effect 
on PES in  DWT domain (refer section IV). DWT is 
applied to P-frame PES to compute a new statistical 
parameter ‘γ’ as given in equation (3). This feature is 
related to the difference vector obtained from first level 
DWT coarse and detail sub-bands. SVM [3-4] is already 
proven as a robust technique to classify original and 
forged images/videos compared to other classification 
techniques such as neural networks, decision trees etc. 
Hence here we use SVM to classify the forged videos 
from the original videos, based on calculated ‘γ’ values. 
Experimental results show the robustness of using ‘γ’ for 
video forgery detection and also making our scheme 
scalable over analyzing large number of v ideos 
automatically, without human intervention. 

 

Figure 17:  Proposed approach for video forensics using 
Machine Learning 

 

VII.  SIMULATION AND EXPERIMENT 

A. Experimental Setup 
The proposed approach is simulated in MATLAB 7.1. 

MPEG-2 like encoder [10] by Steve Hoelzer is 
customized for detecting video alteration. The codec was 
modified and used for automatic frame deletion and 

detecting fingerprints in a tampered video using temporal 
video forensic.The following video sequences [11] were 
used in the experiments: Carphone, Akiyo, Bowing, 
Foreman, Grandma, Intros, Mad900, Mother_daughter, 
News,Pamphlet, Paris,Sign_irene, Silent, Vtc1nw_422 
and mthr_dotr. These are uncompressed QCIF v ideos 
of .y4m format, with dimensions of 176x144. All the 
selected videos are of similar nature, comprised of person 
carrying out verbal conversation. These videos have lip 
movement of the person speaking, while the rest of the 
background is almost static. Each video is tested with a 
fixed video length of 250 frames. In our simulations, 
these raw uncompressed videos are first encoded using a 
fixed length GOP  of frame pattern IPPP . The scaling 
factor used in MPEG compression module is set to the 
fixed value of 31. 

The first experiment is carried out on total 16 
different .y4m v ideos. Out of which, 10 different v ideos 
are used in the training phase of SVM and remain ing 6 
different videos are used in the testing phase of SVM. The 
videos selected in SVM training phase are altered by 
deleting the first 3-frames/6-frames at  the beginning of 
the video sequence and compressed using the MPEG 
encoder. PES is extracted from each video and processed 
using the DWT to calculate γ  from the difference vector 
|Diff(n)|. Table I represents the γ -values for selected 10 
videos with no deletions, 3-frame deleted and 6-frames 
deleted at the start position. These γ-values of selected 
videos are used to train the SVM in  the training phase. Fig.  
18 shows the difference in γ-values for original, 3-frame, 
6-frame deleted videos in the beginning position. Table I 
is also testing using Ensemble based classifier. 

Further, another experiment was carried out to test the 
performance of the proposed forensic technique. The 
trained SVM was tested for a dataset of 18 test videos 
with frames deleted at positions from 1 to 30 in the start 
position of the video sequence. These videos form a 
dataset of size 30 x 18 = 540 γ-values. Table III shows 
the extracted γ values of these 18 videos. The trained 
SVM is used to test these test videos. Also, Ensemble 
based classifier are used to test these 18 videos.  

B. Result and Analysis 
Table I represent the results of the various kernel 

functions used by the SVM and Ensemble based classifier 
for detecting video forgery. Table II show that all the five 
SVM kernel functions: linear, polynomial, quadratic, MLP 
and RBF detected the original and forged videos correctly. 

 
TABLE I. TRAINING VIDEOS AND THEIR STA TISTICAL FEATURE 

VALUE USED FOR TRAINING SVM AND ENSEMBLE BASED 
CLASSIFIER 

Sr. 
no. 

 γ - values  
Video No 

deletions 
3-

frames 
deleted 
@ start 
position  

6-
frames 
deleted 
@ start 
position  

1. Carphone_qcif 0.3514 2.669 3.198 

2. akiyo_qcif 0.2261 1.653 1.708 
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3. bowing_qcif 0.2722 2.236 2.273 

4. foreman_qcif 0.5565 3.511 4.248 

5. grandma_qcif 0.0784 1.360 1.376 

6. intros_422_qcif 0.3068 2.249 2.341 

7. mad900_qcif 0.1646 1.85 1.873 

8. mother_daughter_qcif 0.2114 1.744 1.818 

9. news_qcif 0.1882 2.221 2.178 

10. pamphlet_qcif 0.3213 2.388 2.366 

 

 
Figure 18: Difference in γ-values for original, 3-frame, 6-frame 

deleted videos  
 

TABLE II. RESULTS FOR VARIOUS SVM KERNEL FUNCTIONS TO  
DETECT VIDEO FORGERY USING THE PROPOSED APPROACH 

Sr
. 

no
. 

 SVM Detection Result 
Video  

 
SVM 

Kernel 
function 

No 
deletio

ns 

3-
frames 
delete
d @ 
start 

pos itio
n 

6-
frames 
delete
d @ 
start 

pos itio
n 

1. paris_qcif Linear Origina
l 

Forge
d 

Forge
d 

Quadratic Origina
l 

Forge
d 

Forge
d 

Polynomi
al 

Origina
l 

Forge
d 

Forge
d 

RBF Origina
l 

Forge
d 

Forge
d 

MLP Origina
l 

Forge
d 

Forge
d 

2. sign_irene_qci
f 

Linear Origina
l 

Forge
d 

Forge
d 

Quadratic Origina
l 

Forge
d 

Forge
d 

Polynomi
al 

Origina
l 

Forge
d 

Forge
d 

RBF Origina
l 

Forge
d 

Forge
d 

MLP Origina
l 

Forge
d 

Forge
d 

3. silent_qcf Linear Origina
l 

Forge
d 

Forge
d 

Quadratic Origina
l 

Forge
d 

Forge
d 

Polynomi Origina Forge Forge

al l d d 

RBF Origina
l 

Forge
d 

Forge
d 

MLP Origina
l 

Forge
d 

Forge
d 

4. students_qcif Linear Origina
l 

Forge
d 

Forge
d 

Quadratic Origina
l 

Forge
d 

Forge
d 

Polynomi
al 

Origina
l 

Forge
d 

Forge
d 

RBF Origina
l 

Forge
d 

Forge
d 

MLP Origina
l 

Forge
d 

Forge
d 

5. vtc1nw_422_q
cif 

Linear Origina
l 

Forge
d 

Forge
d 

Quadratic Origina
l 

Forge
d 

Forge
d 

Polynomi
al 

Origina
l 

Forge
d 

Forge
d 

RBF Origina
l 

Forge
d 

Forge
d 

MLP Origina
l 

Forge
d 

Forge
d 

6. mthr_dotr_qcif Linear Origina
l 

Forge
d 

Forge
d 

Quadratic Origina
l 

Forge
d 

Forge
d 

Polynomi
al 

Origina
l 

Forge
d 

Forge
d 

RBF Origina
l 

Forge
d 

Forge
d 

MLP Origina
l 

Forge
d 

Forge
d 

 

C.  Receiver Operating Characteristics (ROC) 
ROC curves [16], [17] are a measure to evaluate the 

performance of a detector. ROC is a plot of the t rue 
positive rate against the false positive rate for the 
different possible cutpoints of a test. Sensitivity is the 
proportion of tampered v ideos that are tested positive. 
Specificity is the proportion of original videos that are 
tested negative. Sensitivity and specificity describe how 
well the test discriminates between tampered  and orig inal 
videos. ROC curve shows the tradeoff between sensitivity 
and specificity. The test is supposed to be more accurate 
if the curve is closer to the left axis and top axis of the 
ROC p lot. If the curve is closer to the 45-degree line of 
the ROC space, the test is less accurate. 

Fig. 19 shows the ROC curve for the videos mentioned 
in the Table I. Various kernel functions successfully 
detected video forgery using the proposed approach. 
Experimental result shows a robust and efficient 
classification of original and tampered v ideos using SVM.  
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TABLE III. TEST VIDEOS AND THEIR STA TISTICAL FEATURE 
VALUE Ɣ  USED FOR TRAINING SVM AND ENSEMBLE BASED 

CLASSIFIER  
Frames 
Deleted 

PE
S 

γ - values  

carpho
ne 

akiyo bowin
g 

deadline_q
cif 

1 18
6 

2.7774 1.651 2.025
4 

2.7451 

2 18
6 

3.212 1.723
4 

2.262
6 

2.8851 

3 18
5 

2.6698 1.652
9 

2.236 3.1267 

4 18
4 

0.3506 0.223
6 

0.278
7 

0.1636 

5 18
3 

2.7981 1.660
6 

2.043
3 

2.7514 

6 18
3 

3.1983 1.708
7 

2.273
7 

2.8808 

7 18
2 

2.6772 1.678
7 

2.258
1 

3.137 

8 18
1 

0.3542 0.226
5 

0.277
2 

0.1724 

9 18
0 

2.778 1.653
3 

2.056
4 

2.7434 

10 18
0 

3.1983 1.726
1 

2.298
7 

2.8833 

11 17
9 

2.6586 1.655
9 

2.267
9 

3.1259 

12 17
8 

0.3566 0.223
5 

0.284
9 

0.164 

13 17
7 

2.8031 1.662
9 

2.075
3 

2.7481 

14 17
7 

3.1937 1.710
6 

2.310
6 

2.8724 

15 17
6 

2.6804 1.681
5 

2.288
6 

3.1344 

16 17
5 

0.3607 0.227
8 

0.283
2 

0.1709 

17 17
4 

2.7771 1.656
3 

2.088
8 

2.7454 

18 17
4 

3.1999 1.728
8 

2.336
9 

2.8869 

19 17
3 

2.6748 1.657
6 

2.298
6 

3.1312 

20 17
2 

0.3573 0.221
8 

0.291 0.1626 

21 17
1 

2.7982 1.665
5 

2.108
8 

2.7495 

22 17
1 

3.1833 1.713 2.347
6 

2.8769 

23 17
0 

2.6884 1.682
6 

2.323
6 

3.136 

24 16
9 

0.3616 0.224
1 

0.289
6 

0.1723 

25 16
8 

2.7781 1.658
9 

2.122
7 

2.7473 

26 16
8 

3.191 1.730
3 

2.375
8 

2.8854 

27 16
7 

2.6772 1.659
7 

2.333
3 

3.1328 

28 16
6 

0.3639 0.221
3 

0.298
4 

0.1657 

29 16
5 

2.8036 1.663 2.144 2.7548 

30 16
5 

3.1874 1.712
2 

2.387
6 

2.8871 
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Figure 19:  ROC curve for SVM classification 

 
Fig. 20 shows the ROC curve for few of the v ideos 

mentioned in the Tab le III. This ROC shows that SVM is 
robust and efficient in classifying original and tampered 
videos. 
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Figure 20:  ROC curve for SVM classification 

 
Fig. 21 shows the ROC curve for Ensemble based 

video forensic classification mentioned in  the Table I. 
Experimental results show that the performance of 
ensemble based classifier was similar to SVM. Ensemble 
based classifier also successfully detected video forgery 
using the proposed approach. 
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 Figure 21:  ROC curve for Ensemble based classification  

 
Fig. 22 shows the ROC curve for few of the videos 

using Ensemble based video forensic classification 
mentioned in the Table III. Ensemble based method 
successfully detected most of the videos with good 
efficiency. The results of ensemble based classifier 
matched with the SVM classifier.  
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 Figure 22:  ROC curve for Ensemble based classification 

 

VIII.  CONCLUSIONS 

In this thesis, we proposed a novel automatic video 
forgery detection technique based on double MPEG 
compression using SVM and Ensemble based classifier in  
the DWT domain. The PES feature ‘γ’ related to the 
difference vector of first level DWT coarse and detail sub 
bands is proven as a robust training feature for automatic 
detection of temporal attacks. Experimental results shows 
all the test video samples were correctly detected by both 
SVM as well as Ensemble based classifier. The proposed 
scheme exhib its simpler design and implementation. The 
experimental results have validated the efficiency of our 
video forgery detection technique.  Also the scheme 

automates the detection process without the need of 
human intervention. 

 

APPENDIX 

The .y4m videos [11] used in the experiments as 
shown in the appendix. Fig. 23(a)-(p) are used in the SVM 
and Ensemble train ing phase and testing phases. 

 

    
(a) carphone (b) akiyo (c) bowing (d) foreman 

    
(e) grandma (f) intros_422 (g) mad900 (h)mother_daughter 

    
(i) news (j) pamphlet (k) paris (l) sign_irene 

    
(m) silent (n) students (o)vtc1nw_42

2 
(p) mthr_dotr 

Figure 23: Videos used in the training and testing phases of the 
proposed 
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