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Abstract— Edge detection of images is one of the basic and most significant operations in image processing and is used for object background separation, 3-D interpretation of a 2-D image, and pre-processing in image understanding and recognition algorithms. In this paper we investigate cellular automata linear rules for edge detection and based on this investigation we have classified the rules into no edge detection rules, strong edge detection rules and weak edge detection rules. Finally, we show the comparative analysis of the proposed technique with already defined techniques for edge detection and the results show desirable performance.

Index Terms— Cellular Automata, Linear Rules, Image Processing, Edge Detection.

I. INTRODUCTION

Many versions of cellular automata (CA) with three neighborhood local state transition rule are known. In [1], algebraic properties of CA with local state transition rule number 90 are investigated. In [2] and [3], properties of CA’s with cyclic boundary condition are investigated, using a polynomial expression. In [4], properties of CA’s with fixed value boundary condition are investigated, using algebraic integers. These studies mainly deal with three neighbourhood CA’s. But the behaviors of CA’s with five or more neighbors are full of variety [5],[13].

Ulam [6] and Von Neumann [7] at first proposed CA with the intention of achieving models of biological self-reproduction. After a few years, Amoroso and Fredkin and Cooper [8] described a simple replicator established on parity or modulo-two rules. Later on, Stephen Wolfram formed the CA theory [9],[10]. Nowadays, CA are widely used in many tasks because of their useful characteristics and various functions. CA are models for systems which consist of simple components and behavior of each component is obtained and reformed upon the behavior of its neighbors and their previous behavior. The constructing components of these models can do robust and complicated tasks by interacting with each other. Cellular automata are widely used in many areas of image processing such as de-noising, enhancing, smoothing, restoring, and extracting features of images. Detecting the edge components of the image, one of the most important image processing tasks, is used for object background separation, 3-D interpretation of a 2-D image, and pre-processing in image understanding and recognition algorithms [11],[12]. It usually gives as output a binary image in which the edge points have been highlighted. Edge detection is a mandatory step in many image analysis procedures, and the quality of edge detection is a crucial characteristic [13]. Quality is assessed in two different ways: accuracy of edge detection, and level of connectivity in continuous edges. If some edges are still unconnected after edge detection,
then an additional edge linking process is required [14],[15].

There are many methods for edge detection, and most of them use the computed gradient magnitude of the pixel value as the measure of edge strength [16]. The early days of works on edge detection are done by Sobel and Roberts [24]. Their detection methods are based on simple intensity gradient operators. Later on, much of the research works have been devoted to the development of detectors with good detection performance as well as good localization performances. A different edge detection method i.e. Prewitt, Laplacian, Roberts and Sobel uses different discrete approximations of the derivative function. For comparison purposes, we have used here four most frequently used edge detection methods namely Sobel edge detection [25], Prewitt edge detection [26], Canny edge detection [28] and Roberts edge detection [27].

A method for the evolutionary design of CA rules for edge detection was proposed by Batouche et al. [17],[20]. Khan et. al. studied the nine neighborhood 2DCA [21]. He developed the basic mathematical model to study all the nearest neighborhood 2D CA and presented a general framework for state transformation. P. P. Choudary et al has proposed modeling techniques for fundamental image processing, where they had applied the rules only on binary images [18]. Two dimensional binary CA are used for binary-image edge detection, and transition rule evolution is guided by a genetic algorithm. Another application of this method was done by Rosin and the method was extended to handle gray-scale images [19]. The images are decomposed into a number of binary images with all possible thresholds. Each of the binary images is processed using binary CA rules. Nayak used color graphs to model 2D CA linear rules [22]. After that Munshi et. alhas proposed an analytical frame work to study a restricted class of 2D CA [23]. Rosin later applied an improved version of this method to edge detection [20]. However, this method has a very long calculation time due to the iterative process used for hundreds of binary images.

In this paper we have investigate cellular automata linear rules for edge detection and based on this investigation we have classified the rules into no edge detection rules, strong edge detection rules and weak edge detection rules. The idea is simple but effective technique for edge detection that greatly improves the performances of complicated images. The comparative analysis of various image edge detection methods is presented and shown that CA based algorithm performs better than all these operators under almost all scenarios. The paper is organized as follows: CA is defined in section 2. Section 3 begins with a brief description of CA Linear rules, Section 4 shows the classification of the rules and then goes on to the comparative analysis with traditional edge detectors.

II. CELLULAR AUTOMATA

CA model is composed of cell, state set of cell, neighbourhood and local rule. Time advances in discrete steps and the rules of the universe are expressed by a single receipt through which, at each step computes its new state from that of its close neighbours. Thus the rules of the system are local and uniform. There are one-dimensional, two-dimensional and three-dimensional CA models. For example, a simple two-state, one dimensional CA consists of a line of cells, each of which can take value ‘0’ or ‘1’. Using a local rule (usually deterministic), the value of the cells are updated synchronously in discrete time steps. With a k-state CA model each cell can take any of the integer values between 0and k-1. In general, the rule controls the evolution of the CA model.

A CA is a 4-tuple \( \{L, S, N, F\} \): where \( L \) is the regular lattice of cells, \( S \) is the finite state of cells, \( N \) is the finite set of neighbors indicating the position of one cell related to another cells on the lattice \( N \), and \( F \) is the function which assigns a new state to a cell where \( F:S^{N} \rightarrow S \).
As the image is a two dimensional, here we use 2DCA model. In a 2DCA the cells are arranged in a two dimensional grid with connections among the neighboring cells, as shown in the figure (1) and in figure (2). Figure (1) shows the connections of one cell with moore neighborhood whereas as figure (2) shows the grid connection. The central box represents the current cell (that is, the cell being considered) and all other boxes represent the eight nearest neighbours of that cell. The structure of the neighbours mainly includes Von Neumann neighbourhood and moore neighbourhood are shown in figure–(3):

![Figure (1): 2DCA transition dynamics](image)

![Figure (2): Network Structure of 2DCA](image)

![Figure (3) : structure of neighbourhoods](image)

(a) Von Neumann neighbourhood  
(b) Moore neighbourhood

Von Neumann neighbourhood, four cells, the cell above and below, right and left from each cell is called von Neumann neighbourhood of this cell. The radius of this definition is 1, as only the next layer is considered. The total number of neighbourhood cells including itself is five as shown in the equation (1)[10]:

$$N(I,j) = \{ (k,l) \in L : |k-i| + |l-j| \leq 1 \}$$

where, k is the number of states for the cell and l is the space of image pixels. Besides the four cells of von Neumann neighbourhood, moore neighbourhood also includes the four next nearest cells along the diagonal. In this case, the radius r=1 too. The total number of neighbour cells including itself is nine all as shown in the equation (2)[10]:

$$N(I,j) = \{ (k,l) \in L : \max(|k-i|,|l-j|) \leq 1 \}$$

The state of the target cell at time t+1 depends on the states of itself and the cells in the moore neighbourhood at time t, that is:

$$S_{ij}(t+1) = f(S_{i+1,j+1}(t), S_{i-1,j+1}(t), S_{i+1,j-1}(t), S_{i-1,j-1}(t), S_{i,j+1}(t), S_{i,j-1}, S_{i+1,j}(t), S_{i+1,j+1}(t))$$ (3)

III. LINEAR CA RULES

A rule is the “program” that governs the behavior of the system. All cells apply the rule over and over, and it is the recursive application of the rule that leads to the remarkable behavior exhibited by many CA’s. In 2-D Nine Neighborhood CA the next state of a particular cell is affected by the current state of itself and eight cells in its nearest neighborhood also referred as Moore neighborhood as shown in Figure (1).

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>

![Figure (4): 2DCA Rule Convention using moore neighborhood](image)
Therefore, \(2^9 = 512\) possible states exist. Each of 512 states can produce a 1 or a 0 for the centre cell in the next generation. Hence, \(2^{512}\) possible rules exist. A comprehensive study of all rules in higher dimensional automata is thus not easily possible. However, in this paper we will mainly concentrate on the 512 linear rules, i.e. the rules, which can be realized by EX-OR operation only. A specific rule convention that is adopted here is given by [21]. We use their model as reference and modify it so as to study CA based image processing.

The central box represents the current cell and all other boxes represent the eight nearest neighbours of that cell. The number, within each box represents the rule number associated with that particular neighbour of the current cell. In case, the next state of a cell depends on the present state of itself and/or its one or more neighbouring cells (including itself), the rule number will be the arithmetic sum of the numbers of the relevant cell.

IV. METHODOLOGIES

The methodology that we take is shown in the figure (5). These steps are explained as follows:

Step 1: First of all, it is necessary to read the data information that composes the image. It does not matter the format of the image (e.g. jpeg, bmp, png, gif, etc), we assume that all image data is formed by a data matrix of size \(M \times N\).

Step 2: Color images, gray level images, and pure monochrome (black and white) images can be processed by our proposed method. However, for color images, it is necessary to perform black & white transformation before edge detection operation. On the other hand, in the case of a monochrome image this can be processed directly.

Step 3: We set up the cellular automata map which where the edge detector operation will be performed. This can be directly done by separating each pixel of the original image into one cell. As the image information is composed of a data matrix of size \(M \times N\), the cellular automata map will be also in the shape of a \(M \times N\) matrix, thus with MN cells.

Step 4: Once we have a cellular map of the monochrome image data, we then add null-boundary condition to the cellular automata map in order to avoid the boundary conditions. Remembering that in this project the adopted model is the Moore Neighborhood Model.

Step 5: We apply an edge detection rule in order to select the characteristics of processing of the image. A detailed explanation of the “edge detection rules” is to be made in the next section.

Step 6: The final result is a monochrome edge detected image. The pixel size (number of columns and rows of the image data matrix) will be exactly the same as that of the original image data.
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Figure (5): Proposed Methodology
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IV. EXPERIMENTAL RESULTS

The experimental image is selected as the classical Lena image, whose size is 256×256 as shown in Figure (1). Here, we apply all 512 CA linear rules to the classical Lena image and found the following three results as shown in Figure (6).

Figure (6): Results on Lena Image

Quality is assessed in two different ways: accuracy of edge detection, and level of connectivity in continuous edges. Here, we classify all the 512 CA linear rules into three groups based on the patterns of edge detection that is the rules showing no edge detection, rules showing strong edge detection and rules showing weak edge detection. These three groups are shown in Figure (4), Figure (5) and Figure (6). Group 1 rules shows the pattern of Figure (6.b), group 2 rules shows the pattern of Figure (6.c) whereas group 3 rules shows the pattern of Figure (6.d).

Figure (7) shows the comparative results of the proposed method and the traditional methods of edge detection, whereas Figure (7.a) is the original image, Figure (7.b) is the image obtained after applying the proposed model, Figure (7.c) is the edged image produced by the Sable method and Figure (7.d) is the edged image produced by Canny method. It is clearly visible from the results that the proposed method is the best method than the traditional methods of edge detections.

Figure (7): Comparative results on Lena Image
In this paper we have investigated CA linear rules for edge detection. We have tested all the rules and based on the investigation we have classified the rules into three groups, rules shows no edge detection, rules showing strong edge detection and rules showing weak edge detection. By experimental comparison of different methods of edge detection we observe that the proposed method leads to a better performance. The experimental results also demonstrated that it works satisfactorily for different digital images. This method has potential future in the field of digital image processing. The work is under further progress to examine the performance of the proposed edge detector with noise filtering for different digital images affected with different kinds of noise.

V. CONCLUSIONS

In this paper we have investigated CA linear rules for edge detection. We have tested all the rules and based on the investigation we have classified the rules into three groups, rules shows no edge detection, rules showing strong edge detection and rules showing weak edge detection. By experimental comparison of different methods of edge detection we observe that the proposed method leads to a better performance. The experimental results also demonstrated that it works satisfactorily for different digital images. This method has potential future in the field of digital image processing. The work is under further progress to examine the performance of the proposed edge detector with noise filtering for different digital images affected with different kinds of noise.
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