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Abstract—in this paper, the use of a uniform circular antenna arrays (UCA) for high resolution of two dimensional (2D) direction of arrivals (DOAs) estimation in wireless location system is investigated. Performance of 2D DOA estimation based on the real-valued unitary transformation MUSIC algorithm for UCA is presented, especially focusing on DOA estimation of multiple correlated signals. The determination of the number of incident signals on an antenna array is addressed in the condition of colored noise and coherent signal sources. Selected method for estimating the number of these sources is formulated based on the modified eigenvectors of the covariance matrix of the received signal at the antenna array. The calibration procedure is also presented for UCA especially. Simulation results are presented to confirm the performance analysis of algorithm, then the validations of Unitary Transformation MUSIC algorithm are performed based on the measurement data in a wireless location system.

Index Terms—Direction of Arrival (DOA), antenna array, Uniform Circular Array (UCA), correlated signals, MUSIC, array calibration

I. INTRODUCTION

Wireless communication has enjoyed explosive growth over the past few decades. As demands for increased capacity and quality grow, improved methods for harnessing the multi-path channel must be developed. The use of adaptive antenna array is one area that shows promise for improving capacity of wireless systems and providing improved safety through position location capacities [1].

Estimating the directions of arrival (DOAs) of electromagnetic waves impinging on antenna arrays is an important issue in array signal processing for wireless communication. It is needed in determining the location of the mobile with high accuracy [2].

Different direction finding techniques and algorithms have been developed leading to significant improvements in DOA estimation over the last decades [3]. Subspace-based methods provide high resolution DOA estimation [4]. However, to date, most of the reported algorithms are based on the uniform linear array (ULA) and the uniform rectangular array (URA) architectures, and very little attention has been given to the circular array topologies despite of their ability to offer a number of advantages. Uniform circular arrays are of particular important in DOA estimation since they can provide 360° azimuthally coverage and estimate both azimuth and elevation angles simultaneously. In addition, due to its circular symmetry, UCA posses an azimuthally invariant beam pattern, 2D DOA estimation with UCAs is therefore very useful in practical situations, especially in wireless location [5].

In this paper, the problem of estimating the two dimensional DOA using UCA is investigated. This research intends to analyze the performance of UCA using Unitary Transformation MUSIC algorithm in coherent source signals environments.

As the high-resolution MUSIC subspace-based method requires the number of directional sources, its performance is dependent on perfect knowledge of these numbers. This problem is of interest to a wireless location system which necessitates the employment of high resolution DOA estimation method. The performance of AIC, MDL and ET algorithms and their modified versions are discussed.

Fully realizing the potential of these systems requires effective array calibration. Array calibration is necessary to compensate for various non-ideal array effects including amplitude and phase mismatch, mutual coupling effects and error of element locations. In the literature there are generally two kinds of calibration techniques. The first type of method uses signals from known directions transmitted on-site to the antenna array being calibrated and then analyzes the array output. Conceptually, these techniques address each of the above issues [7-8]. The second type of method injects an equal phase signal to all of the channels of the antenna array. While this does address the cabling mismatch issues, it does not address mutual coupling effects, antenna differences, or uncertain sensor locations [9]. A practical calibration approach for UCA is required by real system.

Finally the validation of modified MUSIC algorithm with the measurement data in a wireless location system is presented.

This paper is organized as follows. Section II contains the signal model for antenna array output. Section III describes the basic theory of modified 2D DOA estimation algorithm based on the real-valued unitary transformation MUSIC algorithm for UCA, the estimating the number of coherent sources in colored noise environment and antenna array calibration
procedure are also presented in the Section III. Section IV presented the performance analysis and simulation result. Section V contains experimental results illustrating the performance of the described calibration method and Section VI concludes the paper.

II. SIGNAL MODEL

Considering a uniform circular array (UCA) consisting of M antenna elements, as shown in Fig.1, the antennas are distributed uniformly over a circle with radius R. The antenna elements operate at a frequency with a corresponding wave length \( \lambda \). The phase center of each antenna element is located in the xy-plane, at azimuth angle \( \varphi \) and elevation angle \( \theta \).

Suppose P narrow band far field signals impinging on the UCA of M elements from directions \( \{ \theta_1, \varphi_1 \}, \ldots , \{ \theta_P, \varphi_P \} \), the received signal at the antenna array can be described as

\[
X(n) = \mathbf{A}(n)\mathbf{a}(n) + \mathbf{n}(n)
\]

where \( X(n) = [x_1(n), x_2(n), \ldots , x_M(n)]^T \) is the \( n \)th snapshot of the received signal at the antenna array, \( T \) denotes transpose. \( \mathbf{A}(n) = [\mathbf{a}(\theta_1, \varphi_1), \mathbf{a}(\theta_2, \varphi_2), \ldots , \mathbf{a}(\theta_P, \varphi_P)] \), \( M \times P \), is a full-column rank matrix (\( M>P \)) of array responses to incident signals. \( \mathbf{n}(n) \) is the additive noise at the antenna array that is assumed to be a zero stationary complex Gaussian random process with variance \( \sigma^2_n \), and uncorrelated with incident signals.

The covariance matrix of the array response is

\[
\mathbf{R}_x = \mathbb{E}[x(t)x(t)^H] = \mathbf{R}_s \mathbf{A}^H \mathbf{A} \sigma^2_n \mathbf{I},
\]

where \( \mathbf{R}_s = \mathbb{E}[s(t)s(t)^H] \) is the covariance matrix of the incident signals, \( \mathbf{I} \) is a \( M \times M \) identity matrix and \( \mathbf{A}^H \) denotes conjugate transpose.

III. BASIC THEORY OF MODIFIED ALGORITHMS

A. Basic theory of modified MUSIC algorithm

To estimation the DOAs of the signals received at the array, the super-resolution algorithm MUSIC is often used. This algorithm is based on the ensemble-averaged correlation matrix \( \mathbf{R}_x \) for the antenna outputs. The eigen-decomposition of the covariance matrix \( \mathbf{R}_x \) is

\[
\mathbf{R}_x = \sum_{i=1}^{M} \mathbf{e}_i \mathbf{e}_i^H \lambda_i,
\]

where \( \mathbf{e}_i \) is the eigenvector of \( \mathbf{R}_x \) corresponding to the \( i \)th largest eigenvalue of \( \mathbf{R}_x \) and

\[
\lambda_1 > \lambda_2 > \ldots > \lambda_P > \lambda_{P+1} = \lambda_{P+2} = \ldots = \lambda_M = \sigma^2_n
\]

The MUSIC spectrum is computed by performing an eigenvectors consist of two disjoint subspaces: signal and noise subspaces. The larger and the smaller eigenvalues belong to signal subspace and noise subspaces, respectively. In terms of the orthogonal characteristics of eigenvectors in the signal and noise subspaces, the MUSIC spectrum is typically given by the following:

\[
P(\theta, \varphi) = \frac{1}{|\mathbf{a}(\theta, \varphi)|^2}
\]

Where \( \mathbf{a} \) and \( \mathbf{v} \) denote the eigenvectors corresponding to noise subspace and the scanning vector.

If a signal impinging on the UCA at the DOA \( (\theta, \varphi) \), set the center of the UCA as reference, then the signal steering vector is \( \mathbf{a}(\theta, \varphi) = [a_1(\theta, \varphi), a_2(\theta, \varphi), \ldots , a_M(\theta, \varphi)] \), where

\[
a_m(\theta, \varphi) = \exp[j2(\pi/R\lambda)\sin(\theta)\cos(2\pi m/M)]
\]

If the number of antenna elements in a uniform circular array is even, then \( a_m(\theta, \varphi) = a_{M-m}(\theta, \varphi) \). The steering vector \( \mathbf{a}(\theta, \varphi) \) is easily rearranged in the conjugate centre-symmetric manner, such as \( \mathbf{a}(\theta, \varphi) = [a_1(\theta, \varphi), a_2(\theta, \varphi), \ldots , a_{M/2}(\theta, \varphi), a_{M/2}(\theta, \varphi)] \). Then the correlation matrix \( \mathbf{R}_x \) becomes centre-Hermitian, which is complex-valued.

The real value correlation matrix \( \hat{\mathbf{R}}_x \) can be obtained by an appropriate unitary transformation \( \mathbf{Q} \) as

\[
\hat{\mathbf{R}}_x = \mathbf{Q}^\dagger \mathbf{R}_x \mathbf{Q}
\]

Where if the M is even, the unitary transformation matrix \( \mathbf{Q} \) for the M-by-M matrix can be chosen as

\[
\mathbf{Q} = \frac{1}{\sqrt{2}} \begin{pmatrix}
I & jI
\end{pmatrix}
\]

and \( I \) and \( jI \) are the identity matrix and column flipped identity matrix in the left right direction respectively [6].

The steering vector \( \mathbf{a}'(\theta, \varphi) = \mathbf{Q}^\dagger \mathbf{a}(\theta, \varphi) \) is a real-value vector, the compute complexity of eigenvalue decomposition and spatial spectrum computation is greatly reduce. In terms of hardware implementation, the implementation of real-valued matrix eigenvalue decomposition is much easier than the complex conjugate symmetric matrix case.

In addition, the backward averaging effect is obtained by selecting only the real part in (3). It is helpful to deal with the DOA estimation of correlated signals [10].

B. Estimating the Source Number

Based on subspace decomposition, the space spanned by the eigenvectors of the correlation matrix can be divided into signal subspace and noise subspace. For practical reasons, the covariance matrix and its eigenvalues must be estimated from a finite sample size. The smaller eigenvalues may be different and not equal to \( \sigma^2_n \), thus it is difficult to determine the number of source by merely observing the eigenvalues.

While the performance of classic MUSIC algorithm depends on the estimation on source number directly, and both overestimation and underestimation will affect the DOA estimation.

Various statistic approaches have been proposed to estimate the number of sources, such as Akaike Information theoretic Criteria (AIC) [11], Minimum Description Length Criteria (MDL) [11] and predicted
Eigen-Threshold approach (ET) [12]. But these approaches couldn’t get a good performance in conditions with colored noise and coherent signal.

To eliminate the inequality of the noise eigenvalues caused by colored noise and coherent signals, the eigenvalues of the $R_{xx}$ are modified as

$$\lambda_i = \lambda_i + b_i, \quad i = 1, 2, \ldots, M.$$  

Where $b_i = \sum_{j=1}^M \lambda_j, \quad i = 1, 2, \ldots, M$.

Every correction value is related with its former one and itself, so the less the noise eigenvalue is, the greater the correction value is, and the noise eigenvalues become closer to one another. Then AIC, MDL and ET approaches can be used to estimate the source number by solving

$$\min_d \left\{ N(M-d) \log \left( \frac{f_1(d)}{f_2(d)} \right) + f_1(d,N) \right\}$$

Where

$$f_1(d) = \frac{1}{L-M} \sum_{i=1}^M \lambda_i$$

$$f_2(d) = \left( \prod_{i=1}^M \lambda_i \right)^{(L-M)/d}$$

And the penalty function

$$f_3(d,N) = \begin{cases} d(2M - d) & \text{for AIC} \\ \frac{1}{2} d(2M - d) \log N & \text{for MDL} \end{cases}$$

with $N$ denoting the number of snapshot.

As the MDL and AIC criterion involves extracting the root of $M - d$, it is difficult to realize real time in FPGA and DSP chips.

The ET method uses a one-step prediction of the threshold for differentiating the smallest eigenvalues from the others and only involves square root.

Let

$$l_{M,d-1} = \frac{1}{d} \sum_{i=M-d+1}^M \lambda_i,$$

then

$$\lambda_{M,d} \geq l_{M,d-1}.$$  

The eigenvalues in the noise subspace should satisfy,

$$\lambda_{M,d} \geq \lambda_{M,d}^*.$$  

So estimating source number $P$ by finding minimum $d$ which meets $\lambda_{M,d} > \lambda_{M,d}^*$.

C. Array Calibration Procedure

However, in a real-world, there are some reasons which limit the general use of antenna arrays. One of them is the precise calibration required such arrays when they are used for DOA estimation, which require the acquisition of the precise amplitude and phase relationships of the signal collected at each element. These relations are unfortunately sensitive to many potential error sources, leading to severe performance constraints. An antenna array calibration procedure is a critical stage for utilizing high-resolution DOA estimation algorithms.

Considering the special symmetric structure of UCA, a simple and practical calibration for UCA is presented in this paper. Assume the antenna elements are omni-direction, and a calibration signal transmitter antenna is placed at the center of UCA, the amplitude and phase of received signals $S_a(t)$ at each element are same in theory.

Assuming no mutual coupling, amplitude and phase mismatch of array elements is taken into account. A distortion matrix $G$ is generally used to encapsulate all of these non-ideal effects, which can be expressed as

$$C = \text{diag}(a_1 e^{j\phi_1}, a_2 e^{j\phi_2}, \ldots, a_M e^{j\phi_M}).$$

The received signal at the antenna array can be described as

$$X(n) = C S_a(n) + n(n),$$

and

$$R = E\{X X^H\} = C S_a S_a^H C + \sigma^2 I = C C^H \sigma_a^2 + \sigma^2 I.$$  

So

$$r_i = \sum_{n=1}^N x_i(n) x_i(n)^H = a_i a_j e^{j(\theta_i + \theta_j)} \sigma_a^2 + \sigma^2, \quad i = 1, 2, \ldots, M.$$  

Therefore, the calibration matrix $G$ can be obtained by

$$G = [g_1, g_2, \ldots, g_M], \quad g_i = \frac{r_i}{r_1}, \quad i = 1, 2, \ldots, M.$$  

IV. SIMULATION RESULT AND PERFORMANCE ANALYSIS

In this section, we investigate the performance of the Uni-tray Transformation MUSIC algorithm through some simulation experiments. An 8-element UCA with the half-wavelength inter-element spacing was considered for the simulation. Antenna elements are labeled as shown in Fig.1, and then the steering vector is conjugated centre-symmetric. So the unitary transformation MUSIC algorithm can be used in a UCA system. Since the estimated correlation matrix is real value, it is simpler to implementation the eigen-decomposition of a real value matrix than that of a complex one.

The simulation will analyze the performance of the Uni-tray transformation MUSIC algorithm with comparison with normal MUSCI algorithm, when there are variation in the Signal to Noise Ratio (SNR) and the resolution of the incoming signal.

A narrowband gauss digital signal $s(nT_s)$ is considered as signal of source, where $n=1, 2, \ldots, N$, $N$ is the number of snapshot, $T_s$ is sampling period.

To evaluate the performance of DOA estimation algorithm in hardware systems, the simulated array signals are generated, digitalized and processed as a IF sampling receiver architecture shown in fig.2.

If the signal impinging on the UCA as a plane wave from $(\theta, \phi)$, the time delay between the element $m$ and the center of UCA is $\tau_m = \frac{R \sin(\theta) \cos(2 \pi m M \phi)}{c}$.

Usually, the delay $\tau_m$ is less than $T_s$ or not integral multiples of $T_s$, so a signal reconstruction method is considered in modeling array receiving signal

$$X(t) = [s_1(t) + n_1(t), s_2(t) + n_2(t), \ldots, s_n(t) + n_0(t)],$$

where
\[ s_m(t) = s(t - \tau_m) = \sum_{k=-\infty}^{\infty} s(k) \frac{\sin\pi(f_0 t - f_m \tau_m - k)}{\pi(f_0 t - f_m \tau_m - k)}, \]

and \( n_m(t) \) is the noise on antenna element \( m \) which is often assumed that the noise is zero mean and additive.

Colored noise can be generated by passing white noise through a filter with required frequency response.

A. Source Number Estimation

Based on the designed UCA, the performances of AIC, MDL and ET are compared with basic algorithm Eigen value, modified algorithm and modified algorithm with unitary transformation correlation matrix respectively.

Supposed three uncorrelated narrowband signals impinging on the array from \((\theta_1=10^\circ, \phi_1=30^\circ), (\theta_2=30^\circ, \phi_2=60^\circ), (\theta_3=70^\circ, \phi_3=120^\circ)\) respectively. The estimation results of source number are illustrated in fig.3 and fig.4.

The simulation results show that under a certain condition of some SNR and snapshots, the modified AIC, MDL and ET have good performance in color noise; however, basic AIC, MDL and ET fail in detection under colored noise.

In the coherent sources simulation, three narrowband signals are supposed impinging on the array from \((\theta_1=10^\circ, \phi_1=30^\circ), (\theta_2=30^\circ, \phi_2=60^\circ), (\theta_3=70^\circ, \phi_3=120^\circ)\) respectively. Signal 3 is the duplication of the signal 2 with delay time \( \tau=0.2 \) ns and signal 1 is uncorrelated with signal 2 and signal 3. The number of snapshot is 100.

Estimation results of source number with modified eigenvalues algorithm vs. SNR are presented in fig.5 (a). The source number is under estimated. Utilizing the real value correlation matrix obtained by a unitary transformation as (3), the estimation results with modified eigenvalues algorithm vs. SNR are given as fig.5 (b). It shows that the modified AIC, MDL and ET with unitary transformation have good performance in color noise and coherent sources condition.

Figure 1. a UCA configuration with conjugate centre-symmetric steering vector

Figure 2. The flow chart of signals generating

Figure 3. Estimation result of source number with three uncoherent sources vs. the number of snapshots, SNR=30.

Figure 4. Estimation result of source number with three uncoherent sources vs. SNR, the number of snapshots \(N=100\).
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B. The Number of Snapshot and Signal to Noise Ratio

In this example, we numerically illustrate the Unitary MUSIC algorithm for the case of a single source, assuming the DOA of a desired signal is \((\theta=50^\circ, \phi=100^\circ)\). The influences of SNR and the number of snapshots on the performance are investigated.

In wireless location system, some targets usually move quickly, such as in a high speed train and airplane, then the sampling time, i.e. the number of snapshot, is limited. When SNR is 30dB, and the number of snapshots is changed from 10 to 200, the absolute error of estimated result with ideal DOA is given in the Fig.6. It shows that when snapshot number \(N\) is more than 50, the error of DOA estimation in short period is small enough to meet the location accuracy.

When the number of Snapshot \(N\) is 100, the absolute error of estimated result with ideal DOA vs. SNR is given in the Fig.7. Dynamic range of the MUSIC spectrum can be improved by increasing the SNR, and it provides better estimation performance. Moreover, the estimation errors of elevation and azimuth angles are both less than 1° as SNR is more than 10dB. This algorithm shows high resolution capacity in high SNR conditions.

When the number of Snapshot \(N\) is 100 and SNR is 30, MUSIC spatial spectrum is given in the Fig.8

---

Figure 5. Estimation result of source number with three sources vs. SNR, the number of snapshots \(N=100\), source 2 and source 3 is coherent.

Figure 6. Absolute error of DOA estimation with one source vs. the number of snapshots, \(SNR=30dB\)

Figure 7. Absolute error of DOA estimation with one source vs. SNR, number of snapshot \(N=100\)

Figure 8. Spatial spectrum of the Unitary MUSIC algorithm, one signal from \((50^\circ, 120^\circ)\), \(SNR=30dB\), number of snapshot \(N=100\)

C. Uncorrelated Signals and Coherent Signals

The two directional signals are said to be fully correlated or coherent when one is the delay and scaled version of the other. Multipath signals normally result in

---

partial correlation. Correlation between two directional signals limits the applicability of basic MUSIC algorithm, whereas the real-value unitary MUSIC algorithm can deal with two correlated signals.

For example, two correlated narrowband signals impinging on the antenna array from \((\theta_1=10^\circ, \phi_1=30^\circ)\) and \((\theta_2=30^\circ, \phi_2=60^\circ)\) respectively, and signal 2 is the duplication of the signal 1 with delay time \(\tau=0.3\)ns.

If SNR is 40dB and snapshot \(N=100\), there is only one peak in the spatial spectrum of basic MUSIC algorithm, as shown in Fig.9. The estimated number of source is 1, and the estimated DOAs \((\theta_1=19.1^\circ, \phi_1=52.6^\circ)\) are incorrect.

Even if the number of source is given as 2, the spatial spectrum of basic MUSIC algorithm is given in Fig.10. the estimated DOAs are still incorrect.

While, the spatial spectrum of unitary transformation MUSIC algorithms is presented in Fig.10. There are two sharp peaks in the spatial spectrum. The estimated DOA is identical to the ideal DOA. It shows that unitary MUSIC algorithms can correctly estimated DOA of two correlated signals.

The results of DOA estimation error vs. SNR are also presented in the Fig.11, it shows that the DOA estimation resolution depends on SNR, and adequate SNR levels are necessary to get high accuracy.

V. EXPERIMENT RESULT AND DISCUSSION

The performance of 2D DOA estimation based on the unitary MUSIC algorithm for UCA is validated in a wireless location system, which operates at VHF band. The design and implementation of the necessary hardware to prove the feasibility of high resolution DOA estimation was achieved.

An 8-Monopole element UCA and an 8-channel heterodyne array receiver are implemented, and the signal processing subsystem is FPGA and DSP based. The computation flow of the unitary MUSIC DOA estimation algorithm involves 3 main steps: (1) estimation of the sampling real value correlation matrix with unitary transformation; (2) eigenvalue decomposition (EVD) of the correlation matrix; (3) estimate the number of source based on the modified eigenvalues algorithm; (4) the computation of MUSIC spectrum and search peaks in the 2-dimension spatial spectrum. The first step is implemented in a FPGA chip, and then the EVD
computation, the number source estimation and peak search process are processed in a DSP chip.

The DOA estimation performance for one source is tested in a open area with the wireless location system. The ideal DOA of the source is \( \theta_1=157.15^\circ, \phi_1=76.99^\circ \). The estimated DOA in DSP with 200 snapshot is \( \theta_1=158^\circ, \phi_1=76.5^\circ \). Fig.12 is the spatial spectrum based on the estimated correlation matrix calculated in the FPGA.

The measured data validate the performance of Unitary Transformation MUSIC algorithm, while the DOA accuracy and resolution is highly depended on the environments and channel calibration. A calibration approach that significantly improves the performance of the estimates is undergoing.

![Figure 12. Spatial spectrum of unitary MUSIC algorithm based on measured data with 20 snapshot, one source from \( \theta_1=157.15^\circ, \phi_1=76.99^\circ \).](image)

**VI. CONCLUSION**

This paper has deal with some facets of two dimension DOA estimation in UCA. This paper has introduced the 2D unitary transformation MUSIC algorithm in UCA. And modified eigenvalues based algorithm to estimate signal number is present and analysis.

In this paper, we have shown the influence of colored noise and coherent sources, SNR and snapshot number on the 2D DOA estimation of UCA by means of simulations; we also verified the results by measurements data.

It turns out that, therefore, detail investigation to verify the performance by simulation which takes into account mutual couple and other error and by means of measurements are still in progress.

**ACKNOWLEDGMENT**

This work was supported in part by fund of National Key technology R&D program (2008BAC36B02) and National Natural Science Foundation of China (10975056).

**REFERENCES**


