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Abstract: From massive and complex spatial database, the useful information and knowledge are extracted using
spatial data mining. To analyze the complexity, efficient clustering algorithm for spatial database has been used in this
area of research. The geographic areas containing spatial points are discovered using clustering methods in many
applications. With spatial attributes, the spatial clustering problem have been designed using many approaches, but non-
overlapping constraints are not considered. Most existing data mining algorithms suffer in high dimensions. With non-
overlapping named as Non Overlapping Constraint based Optimized K-Means with Density and Distance-based
Clustering (NOC-OKMDDC), a multidimensional optimization clustering is designed to solve this problem by the
proposed system and the clusters with diverse shapes and densities in spatial databases are fast found. Proposed method
consists of three main phases. Using weighted convolutional Neural Networks (Weighted CNN), attributes are reduced
from the multidimensional dataset in this first phase. A partition-based algorithm (K-means) used by Optimized K-
Means with Density and Distance-based Clustering (OKMDD) and several relatively small spherical or ball-shaped sub
clusters are made by Clustering the dataset in this second phase. The optimal sub cluster count is performed with the
help of Adaptive Adjustment Factorbased Glowworm Swarm Optimization algorithm (AAFGSO). Then the proposed
system designed an Enhanced Penalized Spatial Distance (EPSD) Measure to satisfy the non-overlapping condition.
According to the spatial attribute values, the spatial distance between two points is well adjusted to achieving the EPSD.
In third phase, to merge sub clusters the proposed system utilizes the Density based clustering with relative distance
scheme. In terms of adjusted rand index, rand index, mirkins index and huberts index, better performance is achieved by
proposed system when compared to the existing system which is shown by experimental result.

Index Terms: Spatial Data Mining, Overlapping, Weighted Convolutional Neural Networks (Weighted CNN) and
clustering.

1. Introduction

Data clustering is very important field in data mining and knowledge discovery to unhide latent information in data,
the popularity of density clustering methods is due to its ability to handle data with varied shapes and sizes clusters,
does not require number of clusters in advance and handle well noise and outliers. Over the past 30 years, significantly,
the mapping and analyzing of crime have evolved. With colored pins, city and precinct are utilized by many agencies to
visualizing individual crime events and crime plagued areas in the beginning. Now- a- days computer-based techniques
for exploring, visualizing, and explaining the occurrences of criminal activity, with the rapid advancement of
technology have been essential. Exploration of the spatial distribution of crime has been facilitated which is one of the
most influential tools and has been Geographical Information System (GIS) [1]. With other data that makes GIS so
valuable is combined by it. Spatial Data Mining is used to draw out the knowledge from spatial databases. The
knowledge secured is utilized to identify spatial and non-spatial data and their relation is inspected from [2,3] and the
further information is analyzed from the same. The spatial databases contain information that represents the spatial data
[4]. Spatial data gives insights about objects that can be represented numerically in geographic coordinate system.
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Spatial data is utilized for mapping and is represented through coordinate system and furthermore utilizing distinctive
topologies.

From spatial databases, drawn out the knowledge is used by spatial data mining. To identify spatial and non-spatial
data, knowledge secured is utilized and their relation is inspected from [2, 3] and the further information is analyzed
from the same. The spatial databases contain information that represents the spatial data [4]. Spatial data gives insights
about objects that can be represented numerically in geographic coordinate system. Spatial data is utilized for mapping
and is represented through coordinate system and furthermore utilizing distinctive topologies. From a large number of
spatial databases, meaningful and useful results are discovered from many techniques and algorithms [5]. For spatial
data, one of the major data mining methods is clustering. Grouping a set of spatial objects into groups called clusters
and this process is known as spatial clustering [6]. A high degree of similarity is shown by objects inside a cluster. The
clustering is performed by number of different methods, but partitional clustering, hierarchical clustering, and locality-
based clustering are the three main divisions. A partition of the data is developed by partitional clustering such that
objects in a cluster are not similar than objects in other clusters, but the object in a cluster are similar to each other [7].
Forms of partitional clustering are k-means and k-medoid methods. A sequence of partitioning operations are performed
by hierarchical clustering.These can be done bottom-up, performing repeated amalgamations of groups of data until
some pre-defined threshold is reached, or top-down, recursively dividing the data until some pre-defined threshold is
reached. Document and text are frequently analyzed by hierarchical clustering. Hierarchical clustering is grid-based
clustering. Based on local relationships, objects are grouped by locality-based clustering algorithms and therefore
scanning of the entire database can be in one pass. While others assume a random distribution, a density-based
algorithms are some locality based algorithms.

The proposed method [8] identifies clusters of different shapes, sizes, and densities. It requires only three
parameters; these parameters take only integer values. So, it is easy to determine. The experimental results demonstrate
the superior of the proposed method in identifying varied density clusters.

To identify significant areas containing spatial objects like object with spatial attributes, clustering technologies are
widely required in many geography-related problems. Geographic non-overlapping constraint should be satisfied by the
resultant geographic areas at most of times. That is, the overlapping of areas with other areas should not be allowed. For
solve the overlapping problem, many approaches have been proposed. However, the non-overlapping condition cannot
be guaranteed by many clustering methods.

Obijectives of the Research

e To select an optimal centroid values and k range using Adaptive Adjustment Factor based Glowworm Swarm
Optimization (AAFGSO) algorithms for achieving higher clustering accuracy.

e Weighted convolutional Neural Networks (Weighted CNN) classifier to reduce time complexity.

e To satisfy the non-overlapping condition using Enhanced Penalized Spatial Distance (EPSD) Measure.

e To verify the performance of clustering algorithms using spatial data.

The organization of the paper is as follows: An overview of spatial cluster algorithms and the underlying concepts
are presented in section Il. Non-Overlapping Constraint based Optimized K-Means with Density and Distance-based
clustering (NOC-OKMDD) approach in detail is presented in section I11. After that section IV presents a discussion on
the methods. Finally, a brief conclusion is mentioned by section V.

2. Earlier Works

Based on proximity graphs, acut-Edge algorithm for Spatial Clustering (CutESC) is designed by Aksac et al[9].
When a cut-edge value for the edge’s endpoints is below a threshold, edges are removed by the CutESC algorithm.
Based on its neighborhood, statistical features and spatial distribution of data is used to calculate the cut-edge value.
While automatically discovering clusters with non-uniform densities, arbitrary shapes, and outliers, the algorithm works
without any prior information and preliminary parameter.

For geochemical anomaly detection, a new approach is designed for Integration of auto-encoder network with
density-based spatial clustering by Zhang [10]. Noise sample (e.g., geochemically anomalous) which is differing from
core samples (e.g., geochemically background samples) as anomalies can be regarded by the density-based spatial
clustering application with noise (DBSCAN) and that is compared with deep auto-encoder network. Therefore, the
DBSCAN is used to detect the noise samples representing geochemical anomalies and this DBSCAN clusters the
learned representations from the code layer in the auto-encoder network. A novel clustering method, called SCDOT
(Spatial Clustering with Density-Ordered Tree) is designed by Cheng et al [11]. A Density-Ordered Tree is formed by
projecting a dataset. With a box-plot method, the data is portioned into several relatively small sub-clusters by SCDOT.
A sub-cluster is merged repeatedly to find the genuine clusters and this method is called heuristic method. To determine
input parameters automatically, an iteration strategy is used. Moreover, Cluster center and noise is identified by
providing an innovative way. Based on topological features computed over the persistence diagram, data clustering
approach is presented by Pereiaet al [7] and the theory of persistent homology is used to estimate it. The topological
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properties such as Betti numbers, i.e., n-dimensional holes count in the discrete data space is indicated by this feature.
The clustering of time series is enabled by the main contribution of the designed system and their attractor characterizes
their similar recurrent behavior in phase space and similar scale-invariant spatial distributions are in spatial data. The
point-to-point dissimilarity measures such as Euclidean distance or elastic measures relied by them and this information
is ignored by it [12].

Bappee et al [13] to assemble an Al model for wrongdoing forecast utilizing geospatial highlights for various
classifications of wrongdoing. The turnaround geocoding strategy is applied to recover Open Street Map (OSM) spatial
information. This structured work likewise proposes discovering hot points extricated from wrongdoing hotspots region
found by Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN). A spatial separation
highlight is then processed dependent on the situation of various hot points for different sorts of wrongdoing and this
worth is utilized as a component for classifiers from the outcomes watched a critical presentation improvement in
wrongdoing forecast utilizing the new created spatial highlights. Muhammad Zulgarnain [14] Predicting Financial
Prices of Stock Market using Recurrent Convolutional Neural Networks. Ahmed Fahim [15] proposes a solution for
these two problems together; by adding a preprocess step to get the expected number of clusters in data and better initial
centers.

3. Proposed Methodology

In this proposed phase, developing spatial data mining field for multidimensional data is explored. Dataset
incorporates all x and y directions with class label. It is utilized to separate examples from spatial information. Figure 1
shows proposed work’s flow diagram. Fisrt step to select an optimal centroid values and k range using Adaptive
Adjustment Factor based Glowworm Swarm Optimization (AAFGSO) algorithms for achieving higher clustering
accuracy.Second,Weighted convolutional Neural Networks (Weighted CNN) classifier to reduce time complexity.
Third, to satisfy the non overlapping condition using Enhanced Penalized Spatial Distance (EPSD) Measure. To verify
the performance of clustering algorithms using spatial data.

Multidimensional Spatial

v
Reducing Attributes from
dataset using weighted CNN

-

Clustering

K-Means Clustering

Centroid selection using
adaptive adjustment factor
based Glowworm Swarm
Optimization

Overlapping constraints using
circle based constraints

-
Sub cluster merging by Density
with relative distance

L

Resulting Clusters

Fig.1. Flow diagram of the proposed system

3.1. Attribute Reduction using Weighted Convolutional Neural Networks (Weighted CNN)

There exists an output, input and several hidden layers in convolutional neural network [16,17,18]. Series of
convolutional layers are in typical hidden layer, where they convolve using multiplication or dot product. Input to
network is a multidimensional spatial dataset. The input layer which takes the spatial dataset as the input and the output
layer provide the dataset reduction (attribute reduction).
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Fig.2. A schematic presentation of CNN

It works on data to compresses and makes smooth data. Max-layer selects the maximum value of the receptive
field and produces data invariant to small translational changes. Consequently,” generate three CNNs layers to manage
various data prediction due to their variances in sizes. When apply sub sampling layers and for final output using fully
connected layer. This structure of CNN enables the model to acquire filters that is capable to identify particular features
in the input data. Due to the layered architecture of CNNs, they able to perform better on noisy data, by removal noise
in each subsequently layer and capturing only the useful information [14].
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Fig.3. Weighted Convolutional Neural Network (Weighted CNN)

The info spatial dataset X convolves with the 3 covers W1, W2, and W3. These covers go about as open fields in
the spatial dataset. The subsequent quality decrease through the concealed neurons is performed with strategic sigmoid
actuations Then the weighted CNN processes component savvy Hadamard items between the shrouded neuron
enactment networks Z1, Z2, and Z3 with weight frameworks U]-"wherej =1,2,3andk=1,2,3.

Assume X as a input multidimensional data with Mx X Nxsize, where, Mx and Nx are positive values.2D filters
Wi. .. W, are each of size Mw xNw. Matrix C; is produced by convolving X with filter Wjand is given by,

G=X*W, €

Where,2D convolution is represented using.
Size of a2D data matrix Cj is (Mx + Mw — 1) x (Nx+ Ny — 1) and has (m, n)"" entry

Ci(mn) = Y 212’1 X(a —m,b —n)W;(a,b) )

In above double sum, in order to define X in all points, it is padded with zeros. Through a logistic sigmoid
functions s, J matrices Cy, . . ., C; is passed element wise for producing activations of hidden neurons Z;,

1
1+exp (-Cj(mn))

Zj(m,n) =s (C]-(m, n)) = (3)

If there exist a K output neurons in network, j™ hidden neuron matrix Z; is multiplied element wise using Mx +Mw
—1)x (Nx + Ny — 1) weight matrix U]-". At k of k™ output neuron, Gibbs or softmax activation is given as the ration of,
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e)(p(Z;:1 eTZ]-OU]’-‘e)
k
Zlk<1:1 exp(Zfz1 eTZ]-OU]. 1e)

al =

(4)

Where, between two matrices, elementwise Hadamard product is represented as ©, vector with all 1 is represented
as e with a length (Mx + Mw — 1) (Nx + Nw— 1). Output and hidden neurons connection weight is represented using JK
matrices U]-" (=1,..Jandk=1,. .., K). Reduced the attributes according to the values of weight.

3.2. Non overlapping constraint based Optimized K-means with density and distance-based clustering (OKMDDC)

In this proposed research work, the reduced spatial dataset partitioned into sub clusters using K-means algorithm.
However, it has issue with selection of number of clusters. so that cannot lead to the fruitful result. To solve this
problem the proposed system designed an Adaptive Adjustment Factor Based Glowworm Swarm Optimization
(AAFGSO) for k values selection.

Notion of clusters

In d-dimensional space R%, n points set is represented as X = X1, X... Xn, set of K sub clusters are represented as S
=1, S2,.. Skand they are formed by splitting X using K-means, number of elements in sy is represented as [s«|, D«is a
|sx K matrix is formed using K-means, whose entries having distance from every point of sito every K centroid.
Distance between siands; is represented as dj, cutoff distance is represented as dc. In X, genuine cluster set is
represented as C=c,, ¢, .., Cg-

Definition 1: Minimum distance between s;points and s;centroids is not always same as the distance betweens;points
and s; centroids. Thus, distance between s;and s;is computed using mean of these two values:

—g =t min (Di.j) L min (D]-. i)

AT i

®)

Where, Djjis the j™ column of Djand Djisit column of D;.

Instead of distance between sub cluster centroids, distance expressed in (1) is utilized in this work. More
information regarding closeness between two sub clusters is given by the former definition and it is used for computing
non-convex shape clusters.

Definition 2: Sub cluster I’s local density p;is defined by rewriting exponential kernel as,

a?
pi =i Iselexp (3) (6)

Definition 3: Between subclusters i and other sub clusters having higher density, minimum distance § is measured as,

_min (dij)
= jipj>p ()

For the subcluster with highest density, &; = max; (dij). The neighbor of sub cluster i(exception of sub cluster
having highest density) is expressed as,

min (dij)

Ne(i)=arg jipj>pi 8)

A. Adaptive Adjustment Factor Based Glowworm Swarm Optimization

In this proposed research work, an Adaptive Adjustment Factor Based Glowworm Swarm Optimization algorithm
(AAFGSO) is utilized for selecting optimal k values.

In object functions search space, randomly distributed glowworms swarm in GSO [19-20]. In glowworm algorithm,
luminescence quantity which is termed as luciferin is carried by agents along with them. Neighboring glowworms
brighter glow attracts, every glowworm. Neighboring glowworms are identified using glowworms in the position within
current local-decision domain of glowworm. Current location fitness of glowworms is related to its luciferin intensity.
In search space, glowworm location is made better, if it has high value of luciferin intensity. In every iteration, there
will be a change in glowworms position and update of luciferin value. Every iteration has, luciferin update phase and
transition rule based movement phase. There are four stages in GSO algorithms; they are Glowworms initial distribution,
update of luciferin, movement and update of neighborhood range.
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a. The initial distribution of glowworms phase

Glowworms initial distribution phase is also termed as initialization phase. In object functions search space,
glowworms should be distributed randomly, which is a major objective, and it is distributed like a data point in dataset.
Same intensity luciferin is carried by these glowworms and their decision domain roare also same.

b. Luciferin-update phase

Based current fitness value of every glowworm, every glowworm is updated using luciferin in luciferin update
phase. Accuracy of clustering is defined using fitness value. The current value of lucifering requires to be added to its
current value of fitness based on its value in the previous moment. Value of luciferin is volatilized as time passage is
required to be removed. Formula of specific luciferin update is expressed as,

LE+1) =0 —=p)@)+yf(x) (9)

f(x;(t)) -clustering accuracy

Where, at time t, level of luciferin associated with glowworm is represented as [;(t), luciferin decay constant is
represented as g and it lies between 0 to 1, luciferin enhancement constant is represented as y and at time t at agent i’s
location, objective function value is represented f (x;(t)) .

c. Movement phase

Probabilistic mechanism is used in every glowworm for making a deciding to move towards a neighbor having
high luciferin value than its own value in movement phase. Glowworms having high brightness will attracts
neighboring glowworms. At time t, glowworm i’s neighboring set is computed as [21],

N = i 1|5 (@©) = x|l <) (©); L) < ()} (10)

Where, Euclidean norm operator is represented as ||.||, at time t, variable neighborhood range associated with

glowworm i is represented as rd] (t) and it is bounded in sensor range r,(0 < r(t) <1,). For every glowworm i,
moving probability towards neighbor j is represented as,

l]'(t)—li(t)

Pi; (©) Zken;(e) le®)=Li®) (11)

Where, j € N;(t): assume glowworm j is selected by glowworm i with probability p;;(t) and it is expressed in (7).
Movement of glowworm is expressed as,

xi(t)—x;(t)
x;(t + D=x;(t) + S(—”xj-(t)—x;(t)“

) (12)
Where, in d-dimensional real space R¢, in at time t, glowworm i’s location is represented as x;(t) € R* and step
size is represented as s and it will be > 0.

d. Neighborhood range update rule

Every agent i is associated with a neighborhood having dynamic radial range rdj(t)in nature. Every glowworm’s
initial neighbourhood range is represented ro. Every glowworm’s rule is updated for updating range of neighborhood
adaptively. Applied the following rule for the same.

rdj (t + 1)=min{r,, max {0, rdj (&) + B(n, — IN; ()} (13)

Where, constant parameter is represented as 3, parameter controlling neighbours count is represented as n.

In standard GSO, large jump is covered by every glowworm, if the value of fixed step-size is high. Therefore, in
update, optimum solution may be missed due to this fast movement of glowworms. Glowworm will start to oscillate, if
the distance between glowworm and its best neighbor is less than a value given in (12). Convergence rate is reduced, if
there is a decrease in step-size. Finding the proper step size value is a difficult problem. In this research work, in order
to overcome this difficulty, in every iteration, step size is varied instead of having fixed value.

Based on expression (14), enhanced the search step size for improving glowworm’s search accuracy. In this
enhanced expression, added an adaptive adjustment factor a. This is done to provide ability to algorithm for making
new space of solution around good solution for enhancing the ability in fine search.
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s (t) =axstepag (14)

Where, search step size’s initial value is represented as stepag, adaptive adjustment factor is represented as o and it
lies between O to 1.
Adaptively computed adaptive adjustment factor o as,

a:1-((:r;:x)2 (15)

Where,
H - Number of searches
Hpax — Maximum search

Algorithm 1: Adaptive Adjustment Factor -Glowworm Swarm Optimization (AAF-GSO)

Dimensions count is set as m

Initialize glowworms count (data points)

Set the generation G = 1

Assume step size as s

In search space, uniformly as well as randomly distribute glowworms (data points)

While (G < max generation) do

for every glowworm (data points) i do

Based on expression (9), update luciferin

Based on expression (10), set of neighbors are confirmed

Based on expression (11), movement probability is computed

Based on expression (12), glowworm i moves toward j; for every glowworm, next position x(t+1) and next
decision radius r,;(t + 1) are computed and adaptive adjustment factor which is expressed in (14) is used for
renewing next step-size.

12. Based on expression (13), neighborhood range is updated

13. End for

14. End while

RBPRooo~NooOrwdE

= o

The K-means clustering is a widespread partitioning technique which has large number of applications. It is an
iterative method to find the cluster centroids for each iteration to get the closest seed. The proposed method starts with
the generation of optimum cluster centroids using AAFGSO in the first phase.

B. Overlapping constraints using Enhanced Penalized Spatial Distance (EPSD)

In numerous topography related issues, grouping innovations are generally required to distinguish huge regions
containing spatial items. At the greater part of times, the resultant geographic territories ought to fulfill the geographic
non-covering requirement. That is, the zones ought not be covered with different regions. A few reasons can create
covering bunches: there may be commotion in the information, the highlights may not catch all the important data to
obviously isolate groups, or the cover might be natural to the procedures that delivered the information. The many
grouping strategies cannot ensure this condition. To take care of this issue the proposed framework planned an
Enhanced Penalized Spatial Distance (EPSD) Measure, and it is sealed to fulfill the condition, which can ensure the
imperative. The EPSD accomplishes this by well altering the spatial separation between two focuses as indicated by the
spatial trait esteems between them. On the off chance, that the spatial quality qualities between two focuses change
bigger, the EPSD will be punished (expanded) bigger. In the event that else, the separation will be punished less.

Considering the spatial trait as the multi measurement and utilizing Manhattan Distance, the above condition will
not be kept if spatial quality is prevailing. On one line, three spatial points are represented asax, b+, cxand their spatial
values are represented asa, b, c. bxis in middle of axc#, but Manhattan Distance are

D(a, b) > D(a, ¢). Thus, b*may be in a various cluster from axandcs.

The proposed inquire about present another separation measure named Enhanced Penalized Spatial Distance
(EPSD), which well modifies the spatial separation between two focuses by the difference in the spatial property
estimations between them. On the off chance, that the non-spatial characteristic qualities between two focuses change
bigger, the EPSD will be punished (expanded) bigger. On the off chance that else, the separation will be punished less.
The separation measure has the character: if a, b, and c are on one line in spatial domain, and b is in the middle of ac,
then DEPSD(ac) = DEPSD(ab) + DEPSD(bC). Because DEPSD(bC) >0, DEPSD(ac) >DEPSD(ab) can be always kept. So that this
distance measure can satisfy above condition. Entire process has two steps like finding value series between two points
in sub clusters and Adjust Spatial Distance

Suppose value series is V,, = {S(g0), S(gl), S(g2), - -, S(gn)} = {s0, s1, s2, - -, s3}, where s;= S(g;). g,is start point,
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and g,is end point. Considering i-th value and (i+ 1)-th value, if difference between s;,,and s,is larger than s;—s,,
distance will be penalized more. If else, distance will be penalized less. By starting from first value in Va,and processing
each value one by one, total PSD can be formulated in Equation

DEPSD(a!b)zzsiEVab{Dgeo (Gir1 i) * D (Siv1,51)*ky (16)

Where, control factor is represented as k,; and it describes the influence of spatial attribute on distance. Large
influence is possessed by large value of k.

Every spatial attribute total change is used for adjusting spatial distance of every sub cluster. With Q attributes and
kqas a weight for p-th attribute, extended the expression (16) as,

Dipsp(@D)=2 g epayDgeo(Gir1 90 * Zacolky * P (Sa(Gin). S (90 )3} (17)
C. Density based clustering with relative distance

The non-covering sub bunches are converged with the assistance of Density based grouping with relative
separation approach. In a thickness based bunching calculation, D is dataset, Eps is the grouping range, and MinPts are
the base number of articles. The neighboring information point inside the range of Eps of specific point in the dataset is
the Eps-neighborhood of that point [22].

The test point is named as the Core point if the Eps-neighborhood of a test point including a base number of
neighbors MinPts; at that point is viewed as a center point. Fringe point is resolved if the Eps-neighborhood of a test
point comprehensive of least neighbors, MinPts, and distinguished to share its Eps-neighborhood with at least
recognized center point. Straightforwardly thickness reachable: A point p is regarded as legitimately thickness reachable
from another point q if p is inside Eps neighborhood of g and q is recognized as a center point as of Fig. 3.

p/
® \\: Y ® ’ )
B ® Py \\_ 8

Fig.3. Point p is directly density-reachable from point q
Density reachable: In a dataset D, based on Minpts and Eps, point p is deemed as density reachable to g, if there is

a data point chainpl, p2, ....pn, p1=q and pn = p, so that pi + is directly density-reachable from pi. Fig.4 demonstrates
the density reachable definition.

Fig.4. Point p is density-reachable from point q

Fig.5. Point p is density connected to point g
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Density connected: In a dataset D, based on Minpts and Eps, point p is deemed as density connected to g, if there is
a data point 0 €D, so that, based on Minpts and Eps, point p and g are density-reachable from point 0. Fig.5
demonstrates the density connected definition.

In dataset, every test point’s Eps-neighborhood is checked in DBSCAN for dataset clustering. New cluster with
core point p is created, if minimum number of neighbors, MinPts is less than test data point’s Eps-neighborhood. From
this core point, density reachable points are re-accumulated in this algorithm directly and are merged with density
reachable clusters. Terminated this process while null new point to any group. The excluded points of cluster are
represented as outliers or noise. Subsequent steps are steps of DBSCAN:

« Initiate with a random point p

« Retrieves every point which are density-reachable from p for distance, Eps (¢), MinPts.

o Ifpisidentified as a major point, cluster w.r.t. Eps(¢) and MinPtsis considered in this method.

« If pis identified as a boundary point excluding density-reachable from p, DBSCAN moves to next database
data point.

Algorithm 4: Non-overlapping constraint based OKMDD algorithm
Input: dataset X, sub clusters count K, clusters count G, cutoffdistanced,..
Output: Cluster C
1. Initialize Multidimensional spatial dataset
2. The number of sub clusters K are computed using Adaptive Adjustment Factor -Glowworm Swarm
Optimization (AAF-GSO) optimization
Use K-means for partitioning dataset X into K sub clusters
Compute the distance between each pair of sub clusters d;;
Compute p of each sub cluster by (6)
Compute § of each sub cluster by (7), and get its neighbour by (8)
Use the decision graph to select G cores and (if need) noise sub clusters.
Create G clusters for G cores
Compute non overlapping constraints using Enhanced Penalized Spatial Distance (EPSD)
10 If sub cluster i(i=1, 2,..,K) is not a core or not belongs to noise
11. Assign it to the cluster its neighbor belongs to Else merge them End if

©oO~NoO O AW

Label each point according to the cluster label of its belonging sub cluster, and get the final clusters
C={c;, ¢y, -, 5}

4. Experimental Results
The existing and proposed clustering algorithms are implemented in the MATLAB. The data are collected from

http://www?2.cs.uh.edu/~ml_kdd/restored/Complex&Diamond/Complex9.txt. Evaluate the designed method on the
above dataset. Here we give a comparison between various clustering models namely, K-means, OKMDD, OKMDD

MENU | = =

Partition Bazsed Clustering

Input Dataset

Weighted CHNN

K-means clustering

KMDD Clustering

Optimized KMDD with GSO

Apply EPSD

Density based clustering

Performance

Exit

| Optimized KMDD with ICS |

Fig.6. Main menu
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with Improved Cuckoo Search (ICS) and OKMDD with Adaptive Adjustment Factor-Glowworm Swarm Optimization
(AAF-GSO) algorithm with respect to types of matrices namely adjusted rand index, rand index, mirkins index and
Hubert’s index.

The simulation results of the proposed research technique are illustrated in the Fig.6 to 8, Fig. 6 illustrates the main
menu function of the proposed technical work.

The optimal clustering is shown in Fig. 8 and 9. In this proposed research work, non-overlapping constraint based
Optimized K-means with density and distance-based clustering (OKMDDOC) is performed. In order to select an optimal
k value, Adaptive Adjustment Factor Based Glowworm Swarm Optimization algorithm (AAFGSO) is utilized.

Optimized OKMDD with GSO

500

Distance

0 100 200 300 400 500 600 700
Data points

Fig.7. Optimized OKMDD with GSO
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Fig.8. Density Based Clustering

4.1. Performance evaluation

From the Fig.9, the performance of proposed OKMDD with AAF-GSO algorithm is compared with the existing K-
means, KMDD, and OKMDD with ICS algorithm in terms of adjusted rand index. In x-axis, clustering techniques are
represented and adjusted rand index is represented in y-axis. From experimental results, proposed system has 81 as an
adjusted rand index whereas other methods such as K-means, KMDD, OKMDD with ICS has 19, 46 and 63
respectively.

Rand index of the proposed OKMDD with AAF-GSO algorithm is compared with the existing K-means, KMDD,
and OKMDD with ICS algorithm in terms of rand index. In x-axis, clustering techniques are represented, and rand
index is represented iny-axis. Investigational outcome shows that the designed system attains rand index of100 when
the other method such as k-means, KMDD, OKMDD with ICS achieves 39, 66 and 83 respectively.
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Fig.11. Mirkins index comparison

The Mirkins index of the proposed and existing methods is shown in Fig.11. In x-axis, clustering techniques are
represented and Mirkins index is represented in y-axis. The investigational outcome shows that the designed system has
81 as a Mirkins index when the other methods such as k-means, KMDD, OKMDD with ICS achieves 19, 46 and 63
respectively.
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Fig.12. Huberts index comparison

Fig.12 shows the performance of proposed OKMDD with AAF-GSO algorithm and existing K-means, KMDD,
OKMDD with ICS algorithms in terms of Hubert index. In x-axis, clustering techniques are represented, and Hubert
index is represented in y-axis. From experimental results, the proposed system has 81 as Huberts’s index whereas other
methods such as K-means, KMDD, OKMDD with ICS has 19, 46 and 63 respectively.

5. Conclusion

In this paper we have introduced a very simple idea to discover clusters with various shapes, sizes, densities and
non-overlapping constraints. The proposed research work designed a Non-Overlapping Constraint based Optimized K-
Means with Density and Distance-based Clustering (NOC-OKMDDC) method for multidimensional spatial database.
For reducing multi-dimensional spatial dataset attributes, weighted Convolutional Neural Networks (Weighted CNN)
are performed. In Optimized K-Means with Density and Distance-based Clustering (OKMDD), the optimal number of
sub clusters are done by using Adaptive Adjustment Factor based Glowworm Swarm Optimization algorithm
(AAFGSO). It improves the clustering accuracy. In order to satisfy the non-overlapping constraint, the new Enhanced
Spatial Distance Measure (EPSD) is utilized. In contrast with conventional agglomerative hierarchical clustering
techniques, OKMDD is a first one, which employed a concept of distance and density for aggregating sub clusters.

This algorithm produces very good results as shown in Fig. 9,10,11,12. CNN models can further be improved with
fine-tuning, and other machine learning algorithms to minimize the execution time. Furthermore, it will be remarkable
to observe future work on implementing proposed model for further time series applications such as weather forecasting,
earthquake prediction and signal processing.
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