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Abstract—The load scheduling is one of the prime 

concerns for the computation of tasks in a virtual 

distributed environment. Many meta-heuristic swarm 

based optimization methods have been developed for 

scheduling the load in cloud computing environment. 

These swarm intelligence based algorithms like PSO play 

a key role in determining the scheduling of the cloudlets 

on the VMs in the datacenter. Gravitational Search 

algorithm based on law of gravity schedules the load in 

an effective manner. Its potential has not been utilized in 

cloud for load scheduling. This paper proposes a linear 

improved gravitational search algorithm in Cloud 

(LIGSA-C). This presents a new linear gravitational 

function and cost evaluation function for cloudlets using 

gravitational search approach in cloud. The results are 

computed by particles for scheduling 10 cloudlets on 8 

VMs in the cloud. The detailed analysis of the result is 

performed. This paper states that LIGSA-C outperforms 

the existing algorithms like GSA and PSO for minimized 

cost. 

 
Index Terms—Cloud Computing, Load Scheduling, 

GSA, Swarm Intelligence, PSO, Gravity. 

 

I.  INTRODUCTION 

The cloud computing is one of the incremental 

domains in the area of distributed computing. It works on 

the principle of virtualization. Distributed computing 

offers the benefit of communicating over a number of 

systems located over a wider area. It helps in remote area 

communication over the networks. The computing refers 

to the processing of the tasks in the system [1]. The 

objective of computation on the resources and tasks is to 

perform efficient utilization of the resources for the users. 

With the advent of the new advancements prime focus is 

on increasing the computational power day by day. It 

overcomes the drawback of peer to peer networks by 

using a central repository for storage and processing of 

the resources [7, 9]. The cloud extends the pay-as-you-

use model to software and their applications. It provides 

us with a list of resources for managing the tasks 

provided by the users [26]. The paper explains the cloud 

computing framework for load scheduling of the 

cloudlets using the meta-heuristic algorithms. 

Load scheduling is the process of assigning, 

processing and managing the tasks (cloudlets) on the 

virtual machines for the resources [6, 8]. The resources 

are scheduled in an efficient manner such that the tasks 

(cloudlets) take minimum response time, waiting time 

and processing time. The minimization or reduction of 

cost of computation is the other objective that needs to be 

fulfilled [4, 5]. The cost of computation and response 

time are interdependent.  The lesser the response and 

waiting time of the computation the lesser is the cost 

involved. The meta-heuristic techniques are used for 

scheduling the load. This paper discusses some of the 

heuristic techniques using the swarm intelligence and 

physical significance. The load scheduling is performed 

using the physical laws that are universal in nature. The 

swarm intelligence deals with the swarm of objects or 

particles, ants, bees etc. [12, 14]. The concept of gravity 

given by Newton is also discussed for optimization of 

results. The law of gravitation is used for locating the 

best possible particle in the search space based on the 

force acting on the masses and the distance between the 

masses. The gravitational search algorithm is discussed 

along with proposing a new linear improved gravitational 

search algorithm in cloud (LIGSA-C). The cloudlets are 

scheduled in such a manner so that the tasks minimize 

the cost of computation.  This dynamic nature of the 

algorithms is used for processing as it includes a larger 

search space. The randomized selection of the particle is 

discussed in the algorithm using improved gravitational 

search algorithm such that the total cost is minimized. 

This is evident from the results of the proposed scheme 

(LIGSA-C) with the existing schemes like PSO (Particle 

Swarm Optimization) [17-19] and GSA (Gravitational 

Search Algorithm) [21-23]. Thus, the prime goal of 

minimizing the cost of computation or the total cost in 

scheduling the cloudlets on the virtual machines (VMs) 

on the datacenter is to be fulfilled. The CloudSim 

Simulator [2] is used as a tool for performing the 

scheduling using the algorithms on the network. 

This paper provides an insight on Load scheduling 

using gravitational search algorithm in Section 2. Section 

3 elaborates the proposed scheme Linear Improved 



 Linear Improved Gravitational Search Algorithm for Load Scheduling in Cloud Computing Environment (LIGSA-C) 39 

Copyright © 2018 MECS                                                I.J. Computer Network and Information Security, 2018, 4, 38-47 

Gravitational Search Algorithm approach in cloud 

(LIGSA-C) environment in detail. Section 4 discusses the 

experimental setup, simulator, results and analysis for 

scheduling the load by implementing the LIGSA-C and 

existing methods using a tabular and graphical approach. 

Finally Section 5 provides the conclusion & future scope 

of the paper. 

 

II.  LOAD SCHEDULING BASED ON SWARM INTELLIGENCE 

AND LAW OF GRAVITATION 

The distributed computing has evolved into cloud 

computing using the virtual framework of data storage 

[3]. It has evolved from the grid computing framework 

i.e., from gridlets to cloudlets for processing the 

resources. It uses the power of client-server architecture 

of the cloud to meet the needs of the end users. The 

benefits of cloud computing are large by taming them for 

larger computational power, scalability and lesser time 

for processing of cloudlets [27]. All these capabilities 

lead to reduced computational cost of the system [12, 14]. 

The cloud behaves like a centralized server that stores 

huge amount of data in the system. The data can be 

processed by the server by the various clients located at 

distributed locations. The requests sent by users are 

scheduled on the basis of Newton’s laws of gravity [10].  

The requests are received as cloudlets by the virtual 

machines on the data center for processing. These are 

scheduled on the basis of the real world scenario using 

the bees, ants or particles over the virtual machines in 

swarm intelligence based algorithms like Genetic 

Algorithm (GA) [26], PSO (Particle Swarm Optimization) 

and physical laws like Newton’s law of gravitation. The 

law of gravity is followed by the GSA (Gravitational 

Search Algorithm) [11, 13] for calculating the force and 

acceleration between the particles. They follow the nature 

scenario for locating the food efficiently. The load 

scheduling is performed in PSO using stochastic nature 

of the particles and the convergence of the values in the 

search space [16, 20]. The goal of assigning the 

workflow of the tasks is such that the total cost of 

computation is reduced. For this the pbest (best position 

among all particles) and gbest (best particle in the entire 

population) values are calculated for the particles. These 

help in determining the velocity and position of the 

particles for further processing based on the values and 

fitness of the particle. In GSA, the masses are specified 

for each particle. On the basis of fitness value the next 

particle to be executed on the basis of the force and mass 

is computed. The Gravitational Constant used is 

exponential in nature which leads to larger set of values 

of search space [15, 24]. This is the drawback of the GSA 

for locating the next best particle [25]. The force and 

acceleration are calculated so the next best particles 

velocity and position is determined. This algorithm has 

been defined on the mathematical set of equations 

thereby resulting in lesser cost of computation than the 

particle swarm optimization technique. The next section 

overcomes these drawbacks of GSA by the proposed 

algorithm (LIGSA-C). 

III.  PROPOSED LINEAR IMPROVED GRAVITATIONAL 

SEARCH ALGORITHM IN CLOUD COMPUTING (LIGSA-C) 

The proposed method Linear Improved Gravitational 

Search Algorithm in Cloud Computing (LIGSA-C) is an 

improved gravitational search algorithm technique in 

cloud computing environment. It is meta-heuristic swarm 

intelligence based technique depicting convergence of the 

search space which locates the next probable position of 

the particle.  It focuses on the objective of parallel 

computation where the tasks are computed in parallel. 

The main focus of this approach is to reduce the total cost 

of computation incurred by the cloudlets. The cost of 

computation includes the execution and transfer cost of 

the particles. This approach is a new fresh method 

applied on the cloud for scheduling the load.  The basis 

of this law of gravity and an improved method for cost 

calculation such that parallel execution is depicted. The 

law of gravity states that every particle using force gets 

attracted to other particle in the universe. The force is 

directly proportional to the masses of the particles and 

inversely proportional to the distance between the 

particles. It removes the drawbacks of gravitational 

search algorithm having greater search space using a 

linear gravitational constant function G and imbibes 

parallel computation using an improved cost evaluation 

function. It generates the better results having reduced 

computation time than the particle swarm optimization 

and basic gravitational search algorithm. It also achieves 

maximum utilization of the resources by the particle or 

objects. Once the optimal positions are located based on 

the fitness values calculated by the fitness equation, they 

are assigned to the cloudlets. The fitness value depends 

on the masses of the particles. The cloudlets further run 

on the virtual machines present in the datacenter using 

the datacenter broker. This is explained using a flowchart 

given in figure 1 using the updated cost evaluation 

function. 

In a cloud environment, N cloudlets are taken for 

performing load scheduling. The cloudlets are allocated 

to specific number of virtual machines (V). The total 

possible solutions in the search space to allocate 

cloudlets is (V)N for the corresponding VMs. Each 

particle having d dimension is defined for a specific 

number of particles, X in search space having value of 

any number of virtual machine (V-1). LIGSA-C 

algorithm is applied to a number of particles to return the 

position of the global best in the search space. The 

particles are defined as:  

 

𝑋𝑖 = (𝑥𝑖
1, 𝑥𝑖

2, … … , 𝑥𝑖
𝑛, … … … , 𝑥𝑖

𝑑)               (1) 

 

The particles are distributed in the search space. The 

fitness function for each particle is calculated on the basis 

of the equation. The fitness value is dependent on the 

transfer 𝐶𝑜𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟(𝑀)𝑗  and execution cost 𝐶𝑜𝑒𝑥𝑒𝑐(𝑀)𝑗 

of the virtual machines and cloudlets. The minimized 

total cost of computation of the particles is calculated on 

the basis of equation (2) to (7).  
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Fig.1. Flowchart Depicting the LIGSA-C Algorithm in Cloud 

Computing Environment 

𝐶𝑒𝑥𝑒𝑐(𝑀)𝑗 =  ∑ 𝑤𝑘𝑗𝑘                      (2) 

 

∀𝑀(𝑘) = 𝑗                           (3) 

 

𝐶𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟(𝑀)𝑗 =  ∑ ∑ 𝑑𝑀(𝑘1),𝑀 (𝑘2)𝑘2∈𝑇𝑘1∈𝑇 ∗  

𝑒𝑘1,𝑘2         ∀ 𝑀(𝑘1) = 𝑗 𝑎𝑛𝑑 𝑀(𝑘2) ≠ 𝑗         (4) 

 

𝐶𝑡𝑜𝑡𝑎𝑙(𝑀)𝑗 =  𝐶𝑒𝑥𝑒𝑐(𝑀)𝑗 + 𝐶𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟(𝑀)𝑗       (5) 

 

𝐶𝑜𝑠𝑡 (𝑀) = max(𝐶𝑡𝑜𝑡𝑎𝑙(𝑀)𝑗)      ∀𝑗∈ 𝑃         (6) 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒(𝐶𝑜𝑠𝑡 (𝑀)     ∀ 𝑀)                  (7) 

 

The fitness value of each particle in the search space  

𝑝𝑓𝑖𝑡𝑖
𝑡  is calculated. The masses 

𝑀𝑎𝑐𝑡𝑖 , 𝑀𝑝𝑎𝑠𝑖  𝑎𝑛𝑑 𝑀𝑖𝑛𝑒𝑟𝑖  namely active, passive and 

inertial masses respectively are calculated on the basis of 

the fitness function 𝐹𝑀𝑖(𝑡). 𝑝𝑓𝑖𝑡𝑖(𝑡) is fitness value at 

specific instant of time. The values 

𝑏𝑒𝑠𝑡(𝑡) 𝑎𝑛𝑑 𝑤𝑜𝑟𝑠𝑡(𝑡)  values represent the best and 

worst fitness of the particle array. 

 

𝑀𝑎𝑐𝑡𝑖 =  𝑀𝑝𝑎𝑠𝑖 =  𝑀𝑖𝑛𝑒𝑟𝑖 =  𝑀𝑖 ,         𝑖 = 1,2,3, … … . , 𝑁 

                                                                                        (8) 

 

𝑚𝑖(𝑡) =  
𝑝𝑓𝑖𝑡𝑖(𝑡)−𝑤𝑜𝑟𝑠𝑡(𝑡)

𝑏𝑒𝑠𝑡(𝑡)−𝑤𝑜𝑟𝑠𝑡(𝑡)
                          (9) 

 

𝐹𝑀𝑖(𝑡) =  
𝑚𝑖(𝑡)

∑ 𝑚𝑗(𝑡)𝑁
𝑗=1

                            (10) 

 

𝑏𝑒𝑠𝑡(𝑡) =  𝑚𝑖𝑛

𝑗∈{1,….,𝑁}
𝑓𝑖𝑡𝑗(𝑡)                    (11) 

 

𝑤𝑜𝑟𝑠𝑡(𝑡) =  𝑚𝑎𝑥

𝑗∈{1,….,𝑁}
𝑓𝑖𝑡𝑗(𝑡)                  (12) 

 

The force depends on the value of gravitational 

constant, G which is to be calculated at a time instant and 

reduced to increase the system efficiency. The force 

helps in locating the next optimal particle. The 

gravitational constant G(t) helps in specifying the next 

position of the particle.  G(t) is the function of G0 (initial 

value)and time t. 

 

𝐺(𝑡) =  𝐺0(1 − (
𝑡

𝛼∗𝑖𝑡𝑒𝑟𝑚𝑎𝑥
) )                  (13) 

 

𝛼 here represents a random value and 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 represents 

maximum number of iterations. The force calculated on 

the basis of mass and distance helps in locating the 

potential of execution on the virtual machines. So, the 

force acting on mass i with respect to mass j particular 

instance of time t is computed as: 

 

𝐹𝑖𝑗
𝑑(𝑡) = 𝐺(𝑡)

𝑀𝑝𝑖 (𝑡)× 𝑀𝑎𝑗(𝑡)

 𝑅𝑖𝑗(𝑡)+ 𝜀
(𝑥𝑗

𝑑  (𝑡) − 𝑥𝑖
𝑑(𝑡))      (14) 

 

The gravitational force is inversely proportional to the 

Euclidean distance between the two particles Xi and Xj in 

the search space. 𝑅𝑖𝑗  (𝑡) is calculated by the equations 

(15) and (16). 

 

𝑅𝑖𝑗  (𝑡) = ||𝑋𝑖(𝑡), 𝑋𝑗(𝑡)||
2
                    (15) 

 

𝑅 (𝑋𝑖 , 𝑋𝑗) =  𝑅 (𝑋𝑗 , 𝑋𝑖) =  √∑ (𝑋𝑗 − 𝑋𝑖)
2𝑁

𝑖=1,   𝑗=1    (16) 

 

So, the total force acting on a specific particle in 

respect to other particles in the search space is calculated. 

The value of the function 𝑟𝑎𝑛𝑑𝑗 lies in the interval [0, 1) 

as a static value. 

 

𝐹𝑖
𝑑(𝑡) =  ∑ 𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗 

𝑑𝑁
𝑗=1,𝑗≠𝑖 (𝑡)                (17) 

 

The acceleration by which the particle i is executed at 

a specific time t in the d-dimensional space depends on 

their force and the inertial mass of the cloudlet: 
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𝑎𝑖
𝑑(𝑡) =  

𝐹𝑖
𝑑(𝑡)

𝑀𝑖𝑛𝑒𝑟𝑖(𝑡)
                         (18) 

 

The next particle to be chosen for execution depends 

on the velocity of the next particle to be calculated. The 

velocity of the next iteration of the particle 𝑣𝑖
𝑑(𝑡 + 1) is 

calculated on the basis of a uniform random function 

𝑟𝑎𝑛𝑑𝑖  having value between [0, 1] along with the 

existing velocity and acceleration.. The next position of 

the particle 𝑥𝑖
𝑑(𝑡 + 1)  to be executed depends on the 

original particle position and velocity of the particle. The 

velocity and position are computed as: 

 

𝑣𝑖
𝑑(𝑡 + 1) =  𝑟𝑎𝑛𝑑𝑖  × 𝑣𝑖

𝑑(𝑡) + 𝑎𝑖
𝑑(𝑡)         (19) 

 

𝑥𝑖
𝑑(𝑡 + 1) =  𝑥𝑖

𝑑(𝑡) + 𝑣𝑖
𝑑(𝑡 + 1)             (20) 

 

The process continues till the condition of maximum 

iterations is fulfilled. The cloudlets are assigned to 

respective virtual machines VMs on the basis of fitness 

value. Thus, the cloudlets are scheduled on the VMs. The 

results and the experimental setup are discussed in the 

next section. This algorithm reduces the cost of 

computation considerably. 

 

 

 

IV.  EXPERIMENTAL RESULTS & ANALYSIS 

The proposed Linear Improved Gravitational Search 

Algorithm in cloud computing based on scheduling 

heuristics is evaluated in this section. The CloudSim 

Simulator is used for implementation of the algorithm for 

obtaining the results in the system. The Network 

CloudSim Simulator is based on the CloudSim. The 

platform is used for running the proposed LIGSA-C and 

existing approaches PSO and GSA. These algorithms are 

implemented on the simulator using the Swarm package 

JSwarm. The total cost of computation by the number of 

cloudlets on the number of iterations incurred after 

scheduling the load are elaborated in a tabulated and 

graphical manner on the basis of the new and existing 

algorithms. A set of 25 particles are distributed into 10, 

15 and 20 cloudlets on 8 VMs in the simulator. Each 

cloudlet includes the fitness value, execution cost and 

transfer cost that needs to be handled by the cloudlet and 

execution cost on the VMs. The total cost is calculated 

based on these values.  

The algorithms LIGSA-C, GSA and PSO are executed 

on a number of iterations ranging from 10 to 1000. The 

tabulated results of the total cost incurred using the 

proposed (LIGSA-C) and existing algorithms (GSA and 

PSO) on the 10, 15 and 20 cloudlets on 8 VMs in respect 

of no of iterations are provided in Table 1, Table 2 and 

Table 3.  
 

Table 1. Comparison of Total Cost for 10 cloudlets in PSO, GSA and LIGSA-C algorithms 

Iteration PSO GSA LIGSA-C 

10 144670.354 22033.564 27842.761 

20 154718.388 22231.076 22364.729 

30 146023.003 22646.835 22364.729 

40 151117.032 25236.798 29819.639 

50 153934.604 21804.132 28550.078 

60 146671.563 28238.387 22977.632 

70 150630.778 24134.520 25685.220 

80 144320.104 27754.698 26092.184 

90 150043.444 28324.327 27754.698 

100 155538.952 29378.085 27309.156 

200 143757.944 22364.729 25289.422 

300 155469.762 26501.040 23337.076 

400 154534.972 27754.698 29023.443 

500 148303.411 22239.871 24134.520 

600 143482.749 22364.729 25410.000 

700 148181.188 33288.008 25229.587 

800 145980.430 26069.204 25705.824 

900 145713.846 19760.956 22927.794 

1000 150183.341 19879.760 18100.890 
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Table 2. Comparison of Total Cost for 15 cloudlets in PSO, GSA and LIGSA-C algorithms 

Iteration PSO GSA LIGSA-C 

10 251281.517 37857.076 32257.321 

20 248417.269 35963.567 28937.135 

30 248960.089 29040.000 28961.424 

40 247411.824 38166.082 38475.073 

50 249097.514 32648.053 33050.346 

60 252863.341 38681.683 36268.231 

70 233301.076 41898.990 36731.930 

80 240275.467 31897.645 35784.151 

90 238414.151 36863.288 30352.662 

100 246693.713 38786.142 31826.259 

200 257046.548 31383.812 37946.693 

300 241913.925 30846.270 36969.745 

400 250686.566 43246.331 38615.232 

500 255247.494 30421.034 34466.448 

600 255640.518 41051.117 38202.020 

700 240621.622 42062.432 32052.996 

800 234732.638 35731.239 31027.555 

900 245081.605 37408.506 38177.916 

1000 245697.967 34995.054 40039.803 

Table 3. Comparison of Total Cost for 20 cloudlets in PSO, GSA and LIGSA-C algorithms 

Iteration PSO GSA LIGSA-C 

10 368649.602 44876.475 44087.031 

20 354478.049 41712.666 45876.723 

30 345540.580 46517.096 45524.083 

40 356553.370 44648.863 43818.193 

50 353046.854 50765.556 49868.660 

60 355353.891 47062.315 46108.799 

70 351187.753 44648.863 45980.000 

80 357996.221 36958.024 42285.248 

90 371324.589 47707.209 39759.519 

100 368448.353 43551.325 42368.312 

200 359849.885 48400.000 35498.519 

300 347655.150 44876.475 42082.111 

400 350306.997 44648.863 46404.602 

500 365131.362 39521.912 45492.859 

600 366225.261 51872.510 39434.343 

700 369217.780 47914.295 39521.912 

800 366704.318 42284.396 46171.691 

900 362957.682 47195.216 50498.534 

1000 363249.969 52452.208 51730.622 

 

The figures 2, 3 and 4 depict the graphical analysis of 

the total cost versus number of iterations. This 

comparison is performed for GSA and LIGSA-C 

algorithms for 10, 15 and 20 cloudlets respectively. 
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Fig.2. Comparison of Total Cost for 10 cloudlets in GSA and LIGSA-C algorithms 

 
Fig.3. Comparison of Total Cost for 15 cloudlets in GSA and LIGSA-C algorithms 

 

Fig.4. Comparison of Total Cost for 20 cloudlets in GSA and LIGSA-C algorithms 

The comparison of the proposed Linear Improved 

Gravitational Search Algorithm in Cloud (LIGSA-C) 

approach with the Gravitational Search Algorithm (GSA) 

and Particle Swarm Optimization (PSO) are depicted in 

Figure 5 for 10 particles, Figure 6 for 15 particles and 

Figure 7 for 20 particles respectively. 
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Fig.5. Comparison of Total Cost for 10 cloudlets in PSO, GSA and LIGSA-C algorithms 

 

Fig.6. Comparison of Total Cost for 15 cloudlets in PSO, GSA and LIGSA-C algorithms 

 

Fig.7. Comparison of Total Cost for 20 cloudlets in PSO, GSA and LIGSA-C algorithms 

The experimental study on the total cost values of 10, 

15 and 20 cloudlets is performed. The statistical analysis 

of the results generates the mean, standard deviation, 

minimum and maximum values are presented in Table 4. 
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Table 4. The Statistical Analysis of the total cost of the Cloudlets on Different Particles.by Different Algorithms 

Parameters No. of Cloudlets PSO GSA LIGSA-C 

Mean 

10 149119.782 24842.390 25258.914 

15 246493.939 36260.437 34744.365 

20 359677.771 45663.908 44342.724 

Standard Deviation 

10 4187.166 3618.570 2863.5521 

15 6849.873 4286.245 3562.211 

20 7944.934 3956.376 4093.485 

Minimum 

10 143482.749 19760.956 18100.890 

15 233301.076 29040.000 28937.135 

20 345540.580 36958.024 35498.519 

Maximum 

10 155538.952 33288.008 29819.639 

15 257046.548 43246.331 40039.803 

20 371324.589 52452.208 51730.622 

 

The figures 8 and 9 present the graphs of mean of the 

total cost versus number of cloudlets. This comparison is 

performed for GSA and LIGSA-C in Figure8 and for 

PSO, GSA and LIGSA-C in Figure 9. Figure 10 shows 

the standard deviation of total cost versus number of 

cloudlets for the algorithms. 

 

 
Fig.8. Comparison of Mean of Total Cost for number of cloudlets in GSA and LIGSA-C algorithms 

 

Fig.9. Comparison of Mean of Total Cost for number of cloudlets in PSO, GSA and LIGSA-C algorithms
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Fig.10. Comparison of Standard Deviation of Total Cost for number of cloudlets in PSO, GSA and LIGSA-C algorithms 

The proposed Linear Improved Gravitational Search 

Algorithm in Cloud (LIGSA-C) algorithm as seen on a 

large set of data sets. The statistical analysis predicts that 

proposed algorithm performs better than the existing 

algorithms like gravitational search algorithm and 

particle swarm optimization based on the total cost of 

computation incurred by them. The total cost incurred in 

scheduling the cloudlets over the virtual machines based 

on set of particles. The mean and standard deviation 

proclaim that LIGSA-C produces lesser computational 

cost as seen in figure 8 and 9. Thus, by analysis we state 

that the Linear Improved Gravitational Search Algorithm 

in cloud (LIGSA-C) presented reduced total cost of 

computation to load scheduling problem then its 

counterparts like GSA and PSO. 

 

V.  CONCLUSION AND FUTURE WORK 

This paper elaborated load scheduling the prime 

objective in the cloud computing environment between 

cloudlets and VMs. The meta-heuristic based swarm 

intelligence techniques for load scheduling like PSO and 

GSA algorithm have been elaborated. The proposed 

Linear Improved Gravitational Search Algorithm in cloud 

(LIGSA-C) approach aimed to reduce the total 

computation cost of the system with greater VM 

utilization. A linear function to calculate gravitational 

Constant has been proposed such that search space is 

modified. The parallel processing of the tasks has been 

performed using a new cost evaluation function. The 

statistical analysis of the results is showcased for 

comparison of results. The results of the proposed 

approach LIGSA-C has been compared with the existing 

scheduling algorithms like PSO and GSA in a tabular and 

graphical manner. As evident, the proposed Linear 

Improved Gravitational Search Algorithm in cloud 

computing environment (LIGSA-C) produced reduced 

results in terms of total transfer time and total cost of 

execution. The future work aims to minimize the total 

cost by working on new swarm intelligence techniques 

for load scheduling. 
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