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Abstract—In the digital era, cloud computing plays a significant role in scalable resource sharing to carry out seamless computing and information sharing. Securing the data, resources, applications and infrastructure of the cloud is a challenging task among the researchers. To secure the cloud, cloud security controls are deployed in the cloud computing environment. The cloud security controls are roughly classified as preventive controls, detective controls and corrective controls. Among these, preventive controls are significantly contributing to cloud security by detecting the possible intrusions to protect the cloud environment from the possible attacks. This preventive control mechanism is established using intrusion detection system (IDS). The detecting accuracy of the IDS greatly depends on the network traffic data that is employed to develop the IDS using machine-learning algorithm. Hence, this paper proposed a cuckoo optimisation-based method to preprocess the network traffic data for improving the detection accuracy of the IDS for cloud security. The performance of the proposed algorithm is compared with the existing algorithms, and it is identified that the proposed algorithm performs better than the other algorithms compared.

Index Terms—Intrusion detection system, Cloud security, Cloud computing, Feature selection, Machine-learning algorithm.

I. INTRODUCTION

In recent days, it is impossible to imagine the computing and information technology without cloud computing. Cloud computing plays a major role in computing, information and resource sharing with its effective services such as software as a service, platform as a service, infrastructure as a service and so on. Securing the cloud is a challenging task among the researches as it is a dynamic and multi-tenant environment. To provide cloud security, different types of cloud security controls are deployed to prevent the possible attacks or to reduce the intensity of the attacks from intruders. The cloud security controls are classified into four categories namely deterrent controls, preventive controls, detective controls and corrective controls. The deterrent control mechanisms are employed to reduce the level of attack by providing an alert. The preventive control methods strengthen the preventive actions against the threat or attack. Corrective controls decrease the severity of the attack. Detective controls predict and identify the possible attacks and intimate those to network administrator to avoid the attack [1]. The intrusion detection system (IDS) is a category of detective controls in the security control of the cloud environment. The IDS is employed in the cloud environment to predict and detect the suspicious, malicious, abnormal, attacker and intruder data packets or network flow and intimate them to the administrator to prevent the possible attacks. On other hand, the firewall is employed for the network security in cloud environment. However, the firewall only restricts or drops the data packets that violate the organisational or network policies. Moreover, the intruders pertain and pass through the firewall on the network. Therefore, the firewall fails to provide security for all possible vulnerable attacks. Hence, intrusion detection is used to detect the intruders in the cloud environment.

The IDSs are categorised into two based on where it is located in the cloud environment as network IDS (NIDS) and host-based IDS (HIDS). The NIDS is placed in the network where the cloud is connected with the internet to provide the service to the cloud users as shown in Fig. 1. The NIDS scans the network flow data and detect the data packet whether the packet comes from the intruders for the possible attack or normal data packet. If the packet comes from the intruders with the intention of attack, then alert message is given to the network administrator to take preventive action against that attack. Thus, the NIDS safeguards the network.

The HIDS is placed in the each host that is deployed in the cloud as shown in Fig. 1. The HIDS monitors the data packet that comes to the host machine and predicts or detects the packet that comes from the intruders. If the
packet comes from the intruders, it gives the alert message to the system administrator to take preventive action against the possible attack.

Furthermore, the IDSs are classified into two based on their working principle, namely signature-based IDS and anomaly-based IDS. In signature-based IDS, the pattern of the packet and signatures are used to identify the packet from the intruders. In this approach, the accuracy of the detection is high. However, signature-based IDS method fails to detect the packet when signature of the arriving packet is not available with the system. In other words, it fails to detect the packets with unknown pattern or signature. On the other hand, the anomaly-based IDS is developed with the known possible attack data or network traffic flow data using any one of the machine-learning algorithms. This approach can detect the intruder packets even with unknown signature or pattern.

The reset of the paper is organised as follows: Section 2 reviews the literature. Section 3 explores cuckoo optimisation-based IDS (COIDS). Section 4 discusses the implementation and experimental results. Section 5 concludes this paper.

II. LITERATURE REVIEW

This section reviews the research works that are related to the proposed work. In general, the anomaly-based IDSs are developed using machine-learning algorithms such as classification algorithm. Initially, the data are collected from the network flow or from the network log data. Then, this data is given to the classification algorithm. The classification algorithm learns the network data and develops the classification model. This classification model is known as intrusion detection model. It is used to detect the anomaly packets that travel through the network or flow into the host. To improve the accuracy of the classification model, the researchers use data-preprocessing technique that is known as feature selection or variable selection. The feature selection is a process of removing the redundant and irrelevant feature from the network data. Hence, most of the researchers employed the data preprocessing technique such as feature selection to improve the accuracy of the IDS.

Al-Jarrah et al. presented an IDS with data preprocessing and machine-learning approach to improve the accuracy of the IDS [3]. Ambusaidi et al. proposed a filter-based feature selection to improve the accuracy in intrusion detection [4]. El-Khatib used the information gain (IG) ratio measure and the k-means classifier to select the optimal significant features from the data set to improve the accuracy of IDS [5]. Moreover, Mishra et al. presented a study on intrusion detection in cloud environment [6]. Viegas et al. proposed a feature-selection method to improve the accuracy of IDS and to reduce the energy consumption in embedded system [7].

Feature selection is employed in the development of IDS to improve detection accuracy of the IDS. Feature selection can be categorised into three types, namely filter, wrapper and embedded methods. Besides improving the accuracy of the IDS, feature selection is also used for various pattern-recognition applications to improve their recognition or detection accuracy. Mistry presented a feature-selection method with genetic algorithm (GA) and particle-swarm optimisation (PSO) algorithm for facial emotion recognition [8]. Lagrange suggested a feature-selection method for classifying the remote sensing images [9]. Gülseren and Ta skin presented a feature-selection method for classifying the hyperspectral images [10]. Wang et al. proposed a feature-selection method with PSO to remove the irrelevant and redundant features from the high dimensional space to improve the accuracy of the classification algorithm [11]. Ma et al. presented a wrapper-based feature-selection method using IG ratio measure with support vector machine and machine-learning algorithm to select the significant features from the data set to improve the accuracy in classification [12]. Huda et al. developed a...
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feature-selection method to improve the accuracy in classification [13]. Nguyen et al. presented a feature-selection method with fuzzy clustering method [14]. Abedinia et al. designed a filter-wrapper approach for selecting the significant features by eliminating the irrelevant and redundant features for forecasting the load and price in electrical power systems [15].

Moreover, many researchers have developed IDS for different computing and network environments. Yang presented an IDS for supervisory control and data acquisition network [16]. Marchang et al. designed an IDS for mobile ad hoc networks [17]. Ha et al. presented an IDS for detecting the suspicious flow in the network [18]. Zhou et al. suggested an anomaly-based IDS for industrial process automation [19]. Lo et al. developed an IDS for smart grid [20].

Furthermore, the wrapper-based feature-selection method produces higher accuracy for the specific task [12, 21]. Hence, the wrapper-based feature selection approach is preferred by the researchers where the recognition task is predefined. The wrapper-based approach needs a searching algorithm to generate the feature subsets. Then, these generated subsets are evaluated using any one of the machine-learning algorithms to select a significant feature subset among them. The traditional searching algorithms take more time to complete the search space, and they fail to produce the optimal solution.

To avoid these limitations, many researchers use the naturally inspired optimisation-based searching techniques to generate feature subsets in feature selection process. Thus, many researches use the naturally inspired optimisation-based searching techniques such as GA-based optimisation [22], PSO [23], differential evolution-based optimisation [24], artificial immune system-based optimisation [25] and ant-colony optimisation [26] in the feature-selection process. The cuckoo search also is a nature-inspired optimisation algorithm that is used in many applications to get optimal solutions [27–29], and this algorithm is used for feature selection. Kulshrestha et al. presented a cuckoo search-based feature selection [30].

From this literature, it is observed that the intrusion detection technique is employed for various applications in the computing and network environments. Moreover, the anomaly-based IDS plays a significant role in cloud computing to provide the security. The anomaly-based IDS is developed using machine-learning algorithm. The accuracy of IDS is improved using the data-preprocessing technique such as feature selection. Hence, this paper presents an intrusion detection model that is developed using the machine-learning algorithm such as naive Bayes classifier. The accuracy of this intrusion detection model is improved by using the proposed wrapper-based cuckoo optimisation-based feature selection (COFS).

III. CUCKOO OPTIMISATION-BASED INTRUSION DETECTION SYSTEM (COIDS)

This section presents COIDS. First we present the cuckoo optimisation followed by COFS. Then, we discuss the function of COIDS.

A. FullCuckoo Optimisation (CO) Algorithm

The cuckoo optimisation is derived from the behaviour of cuckoo breeding. Algorithm 1 describes the cuckoo optimisation algorithm. Fig. 2 shows the flowchart representation of cuckoo-optimisation algorithm. This optimisation technique is employed to select the significant features from the data set.

Algorithm 1: CO Algorithm

Input: E and k; // E represents the set of total available eggs and \( E = \{e_1, e_2, e_3, \ldots, e_n\} \) where \( n \) is total number of available eggs, \( k \) represent the size of the host nest HN where HN can hold \( k \) number of eggs.

Output: SE // SE set of selected significant \( k \) number of eggs with HN.

\[
\text{for } (i = 0; i < n; i++)
\{
\quad \text{Find the objective value } \eta_i \text{ of the each egg } e_i \text{, using the objective function } O(e_i);
\quad \text{// Calculate the objective value } \eta_i \text{ of each egg } e_i \text{ and } n \text{ is total number of available eggs}.
\}
\text{endfor}
\]

while (stopping criteria not met)

\[
\text{Select } k \text{ number of best eggs based on their objective value } \eta_i \text{ from } E \text{ and form the subset SE then place ES into host nest HN;}
\]

// SE contains \( k \) number best eggs based on their objective value \( \eta_i \) and \( SE \subseteq E \).

Evaluate the fitness value \( \beta = Fv\) (HN);

// Evaluate the fitness value \( \beta \), of HN and HN contains SE

\[
\text{if } \{ \text{fitness value } \beta \text{, satisfy the stopping criterion} \}
\]

\[
\text{Rank and select the higher value of } \beta \text{, of the iterations and select its corresponding } SE \text{, as the set of selected significant eggs and terminate the loop;}
\]

\[
\text{endif}
\]

Update \( \eta_i \) of each egg \( e_i \), of SE with the abandoned rate \( \rho \).

B. Cuckoo Optimisation-Based Feature Selection (COFS)

The analogy between the biological terminologies of cuckoo optimisation algorithm and their equivalent feature selection terminologies is tabulated in Table 1. The following assumptions are made to carry out feature selection process for IDS:

(1) The eggs are considered as the features.
(2) The host nests are considered as generated feature subset.
(3) The objective function for each egg is considered
as the calculation of IG for each feature with respect to the class attribute of the network dataset (ND).

(4) The eggs are placed into the host nest based on their objective value (quality) that is considered as the feature set that are formed on the basis of their IG value.

(5) Then the host nest (the nest that contains a set of eggs) is evaluated with the fitness value using fitness function that is considered as the detection accuracy of a feature set formed using naïve Bayes classification algorithm.

If the fitness value satisfies the stopping criteria, rank and select the higher fitness value over the iterations and select the eggs in the corresponding host nest as the set of selected significant eggs and terminate the loop. This means that rank and select the higher detection accuracy over iterations and select the corresponding feature set to build the model. If the fitness value is not satisfied, meaning that the host nest (eggs/feature set) is not suitable for breeding. Then the host nest is collapsed and the objective value of each egg (IG value of each feature of the formed feature set) that is held by host nest is updated with abandoned rate $\rho$. In other words, the quality of the eggs present in the collapsed host nest is reduced with the abandoned rate $\rho$. The process is repeated with the assumption (4) until the fitness function satisfies the stopping criteria. The stopping criterion is set as there is no further progress in the fitness value for the iterations.

### Table 1. Analogy of Terminologies

<table>
<thead>
<tr>
<th>Biological Terminology</th>
<th>Equivalent Feature Selection Terminology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of total available eggs $E = {e_1, e_2, e_3, \ldots, e_n}$ where $e$ represents the egg and $n$ is total number of available eggs</td>
<td>Total feature set $F = {f_1, f_2, f_3, \ldots, f_k}$ where $f$ represent the feature and $n$ is the total number of features presents in a network data set ND</td>
</tr>
<tr>
<td>HN represents the host nest and $k$ represents the size of HN (i.e. HN can hold only $k$ number of eggs; in other words, totally $k$ number of eggs can be selected at a time)</td>
<td>SF represents the feature subset of $F$ and $k$ represent the size of SF (i.e. SF contains $k$ number of features; in other words, totally $k$ number of features can be selected at a time)</td>
</tr>
<tr>
<td>$\eta_i = O(e_i)$ where $O(e_i)$ represents the objective function of $e_i$ and $\eta_i$ represent the objective value of $e_i$ ($\eta_i$ defines the quality of egg)</td>
<td>$\varphi_i = IG (f_i, C)$ where IG represent the information gain of feature $f_i$ and $C$ represent the class attribute of ND [Equations (1) – (3)]</td>
</tr>
<tr>
<td>SE ⊂ $E$ where SE is the set of eggs which contains $k$ number of eggs that is placed in HN, $k$ is the size of HN</td>
<td>SF ⊂ $F$ where SF set of features that contains $k$ number of features</td>
</tr>
<tr>
<td>$\beta_i = Fv(HN)$ where $\beta_i$ is the fitness value and $Fv$ is the fitness function of HN that contain SE</td>
<td>$\alpha_o = da (SF, C)$ where $\alpha_o$ represent the detection accuracy and $da (.)$ represents the detection accuracy function [Equation (4)]</td>
</tr>
<tr>
<td>$\rho$ is the abandoned rate = 0.05</td>
<td>$\rho$ is the degraded rate = 0.05</td>
</tr>
<tr>
<td>$\eta_i = \eta_i - \rho$</td>
<td>Stopping criterion is when there is no progress in the fitness value for successive iterations</td>
</tr>
<tr>
<td>Stopping criterion is when there is no progress in the fitness value for successive iterations</td>
<td></td>
</tr>
</tbody>
</table>

### Description of COFS

**Step 1:**

Initialise the variables $E$ and $k$ where $E$ represents the set of total available eggs and $E = \{e_1, e_2, e_3, \ldots, e_n\}$ where $n$ is total number of available eggs. This is analogous to the total feature set $F = \{f_1, f_2, f_3, \ldots, f_k\}$ where $f$ represents the feature and $n$ is the total number of features present in the ND. $k$ represents the size of the host nest HN where HN can hold $k$ number of eggs. In the same way, SF represents the feature subset of $F$, and $k$ represent the size of the SF (i.e. SF contains $k$ number of features; totally $k$ number of features can be selected at a time).

**Step 2:**

Find the objective value $\eta_i$ of each egg $e_i$ using the
objective function $O(e)$. In feature selection terminology, find the IG $\varphi_i$ for each $f_i$ using the IG function $IG(f_i, C)$ as in Equations (1)–(3) where IG represents the IG of feature $f_i$ and $C$ represents the class attribute of ND. The IG of each feature $f_i$ is denoted as $\beta_i$. The expected information $EX$ that is needed for the detection is determined using the class attributes $C$ as in Equation (1) where $c$ is the total number of distinct labels of the class attribute $C$ and network flow data set ND.

$$EX(ND) = - \sum_{i=1}^{c} P_i \log_2 (P_i)$$  \hspace{1cm} (1)

The required information for each feature IF ($D$) of the network flow data set ND is determined as depicted in Equation (2) where $v$ denotes the total number of distinct values of the feature $f$.

$$I_f(ND) = \sum_{j=1}^{v} \frac{|ND|}{|ND|} \times I(ND_j)$$  \hspace{1cm} (2)

$$\beta_i = IG(f_i) = EX(ND) - I_f(ND)$$  \hspace{1cm} (3)

where $\beta_i$ represents the IG of the feature $f_i$.

**Step 3:**

Select $k$ number of best eggs based on their objective value $\eta_i$ from $E$, from subset SE, and place into host nest HN. Equivalently, select $k$ number of best features based on their IG value $\varphi_i$ and form feature subset SF based on their IG value $\varphi_i$ and $SF \subset F$.

**Step 4:**

Evaluate the fitness value of HN where $\beta_i$ is the fitness value of $i^{th}$ iteration and $\rho_i = Fv(NHN)$ where $Fv$ is the fitness function of the host nest HN. Similarly, find the detection accuracy $\omega_i$ of the $i^{th}$ iteration and $\omega_i = da(SE, C)$ where $\omega_i$ represents the detection accuracy, $da(.)$ represents the detection accuracy function and $C$ represents the class attributes. The detection accuracy is calculated as expressed in Equation (4) using naïve Bayes classifier.

$$\omega^{detection\ accuracy\ (da)}_i = \frac{TP+TN}{P+N}$$  \hspace{1cm} (4)

where $P$ represents the total number of instances belongs to the positive class label (not attack) present in the ND. $N$ represents the number of instances belonging to the negative class label (attack) present in the ND. True positive (TP) represents the correctly classified or predicted positive labels. True negative (TN) represents the correctly classified or predicted negative labels. FP represents the incorrectly classified or predicted positive label. False negative (FN) represents the incorrectly classified or predicted negative label.

**Step 5:**

Check if the fitness value $\beta_i$ satisfies the stopping criterion. This is analogous to checking whether the detective accuracy value $\omega_i$ satisfies the stopping criteria. Then rank and select the higher value of $\beta_i$ over iterations and select its corresponding SE as the set of selected significant eggs and terminate the loop. In the same way, rank and select the higher value of $\omega_i$ and select its corresponding SF as the set of selected significant features and terminate the loop. If the fitness value does not satisfy the stopping criterion, update $\eta_i$ of each egg $e_i$ of SE with $\rho$ (abandoned rate). In feature selection terminology, update $\varphi_i$ of each feature $f_i$ of SE with $\rho$, $\eta_i$ of each egg $e_i$ of SE as expressed in Equation (5) and go to Step 3. The stopping criterion is set as there is no progress in the fitness value for successive iterations.

$$\text{Update (}\omega_i) = \eta_i - \rho$$  \hspace{1cm} (5)

**C. Intrusion Detection Model Using COFS**

The schematic diagram of development of intrusion detection model is shown in Fig. 3. Initially, the network flow data is collected and prepared as data set. Then, irrelevant and redundant features from the data set are removed using the COFS. The relevant features are then given to the naïve Bayes classification algorithm to develop the intrusion-detection model. Subsequently, this model is deployed in the network or the host of the cloud depending on from where the data is collected to learn and build the model. The IDS is shown in Fig. 4. The anomaly or intruder packets are detected using this intrusion detection model and alert signal such as attack or normal is given based on the packet that is arrived in the network. Then, the intrusion prevention system takes preventive measures based on the alert message produced by the IDS.

**IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS**

The experiment is conducted using NetBeans IDE 8.2 with Weka data-mining software [31] with the computer system specification of operating system: Windows 7 professional 64-bit, Processor: Intel(R) Core(TM)2 CPU and RAM: 4.00 GB. For the conduction of this experiment, the data set, namely NIMS 2 [32] is collected from the publically available data set repository. In this data set, the first 100 instances are taken from class
‘GTALK’, and first 100 instances are taken from class ‘PRIMUS’, and then the first 100 instances are from the class ‘ZFONE’ and all the 21 instances from class ‘ONLINE BANKING’ are taken to form the data set. Thus, the data set contains totally 321 instances, 22 features and 4 classes.

<table>
<thead>
<tr>
<th>Number of Selected Features</th>
<th>COFS</th>
<th>IGFS</th>
<th>CSFS</th>
<th>GRFS</th>
<th>ORFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>96.880</td>
<td>95.950</td>
<td>53.270</td>
<td>49.221</td>
<td>52.959</td>
</tr>
<tr>
<td>4</td>
<td>60.750</td>
<td>58.878</td>
<td>58.560</td>
<td>57.943</td>
<td>55.763</td>
</tr>
<tr>
<td>5</td>
<td>75.700</td>
<td>63.868</td>
<td>63.862</td>
<td>57.320</td>
<td>64.174</td>
</tr>
<tr>
<td>6</td>
<td>67.289</td>
<td>63.551</td>
<td>65.109</td>
<td>53.271</td>
<td>63.862</td>
</tr>
<tr>
<td>7</td>
<td>64.797</td>
<td>63.862</td>
<td>64.147</td>
<td>65.420</td>
<td>64.174</td>
</tr>
<tr>
<td>8</td>
<td>68.535</td>
<td>64.174</td>
<td>62.616</td>
<td>68.847</td>
<td>64.797</td>
</tr>
<tr>
<td>9</td>
<td>70.093</td>
<td>62.305</td>
<td>62.305</td>
<td>69.470</td>
<td>63.862</td>
</tr>
<tr>
<td>10</td>
<td>69.470</td>
<td>63.862</td>
<td>59.813</td>
<td>66.043</td>
<td>61.993</td>
</tr>
<tr>
<td>Average</td>
<td>71.689</td>
<td>67.056</td>
<td>61.210</td>
<td>60.941</td>
<td>61.448</td>
</tr>
</tbody>
</table>

To compare the performance of the proposed system, the existing feature-selection algorithms, namely information gain-based feature selection (IGFS), chi-square feature selection (CSFS), information gain ratio-based feature selection (GRFS) and OneR feature selection (ORFS) [31] are used. Moreover, the naïve Bayes classification algorithm is employed to build the intrusion detection model and evaluate the performance of the feature-selection methods. The experiment is conducted as follows: Initially, the data set and the value of $k$ (number of features to be selected) are given to each feature-selection method where $k$ is the number of features to be selected. Then, $k$ number of features selected by the feature-selection method along with the class attribute is given to the naïve Bayes classification algorithm [33], and the accuracy is calculated as tabulated in Table 2 to determine the performance of the feature-selection methods.

From Table 2, Fig. 5 and Fig. 6, it is observed that the proposed method produces the better accuracy for the intrusion detection model compared with other methods.

V. CONCLUSION

This paper presented a COIDS. Moreover, to improve the accuracy of the IDS in the cloud environment, this paper proposed COFS. This proposed method is developed with the cuckoo optimisation-based searching technique to select the significant features from the ND with naïve Bayes classification algorithm. The performance of this proposed method is compared with different existing methods in terms of accuracy, and the performance of the proposed method is better than the other methods compared. This work can be extended with other optimisation techniques.
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