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Abstract—This paper examines the information theoretic metric of outage probability for a decode-and-forward (DF) based asymmetric two-way relay transmission (i.e. the two source terminals have different target rates). We first characterize the achievable rate region of a conventional three-node network. After that the conventional three-node scenario is analyzed in terms of outage probability and the corresponding closed-form expressions are developed over Rayleigh fading channels. Moreover, in order to make a good use of the available diversity degrees of the channel, opportunistic relay selection are considered for multi-relay networks. Two significant relay selection strategies, i.e., the max-min and max-sum policies are studied and analyzed in terms of outage probability and diversity gain from the viewpoint of asymmetric traffics. Furthermore, a single-criterion based relay selection policy is proposed, which only uses the harmonic mean of the two-hop squared link strengths, thus in contrast to the hybrid scheme no additional overhead is required during the relay selection process. Numerical experiments are done and outage performance comparisons are conducted. Our results show that the proposed policy is an efficient and appropriate method to implement relay selection and can achieve significant performance gains in terms of outage probability regardless of the symmetry and asymmetry of the traffics and channels. Moreover, the simulation results also validate the accuracy of our derived expressions.
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I. INTRODUCTION

Cooperative relaying as a promising technology has attracted widespread attentions, since it can achieve higher transmission quality and throughput for wireless networks. In particular, considerable interests have focused on the half-duplex two-hop relaying, where two user terminals communicate with each other enabled by a relay node. Due to the half-duplex constraint, conventionally a direct four time-slot transmission scheme is employed for such a scenario to complete one round information exchange between the two source terminals. Although the conventional scheme is easier to implement, however, it results in a loss in spectrum efficiency due to the fact that more time slots are occupied for one round communication. In order to compensate the spectral efficiency loss, two-way relaying based on the protocols of amplify-and-forward (AF) and decode-and-forward (DF) has been proposed [1], [2]. In contrast to the conventional scheme, less transmission cycles are required in two-way relaying, which consequently provides the improvement in performance of spectral efficiency. Presently, according to the required time slots, the existing two-way AF and DF relaying can be grouped into 2-phase AF scheme, 2-phase DF and 3-phase DF schemes, respectively. Owing to occupying less transmission cycles, more benefits can be achieved from the 2-phase schemes. Thereby, relatively more attentions focus on the 2-phase schemes in the research community.

Recently, two-way AF and DF relaying have been studied in many points of views. As an important performance measure, outage probability has been investigated for two-way communication in the literature [3]-[12]. However, in [3]-[6] the information theoretic analyses are all conducted by viewing the two-way AF relay links as two parallel one-way channels, namely separately considering outage events at the two sources. Practically, as a multi-user system, the whole network will be in outage whenever an outage occurs at any user [13]. To this end, references [7]-[10] explored the two individual outage events as a whole and derived the outage probabilities accordingly. However, their investigations concentrate only on the AF scheme with symmetric traffics. Meanwhile, papers [4], [11] and [12] conducted the outage analysis for the DF scheme. However, in [4] the two individual outage events are still separately examined. And, in [11], [12] only symmetric traffics are considered. Actually, due to various traffics that user requires in practice, the assumption that system always has symmetric traffic flows is not appropriate. Furthermore, the impact of traffic asymmetry on the outage probability of two-way relaying is still an open issue. Motivated by these facts, we conduct the information theoretic analysis of outage probability by jointly considering outage events at the two senders with asymmetric traffics. To our best knowledge, no similar studies have been reported despite the importance of such an issue.
As well known, opportunistic relay selection is a powerful technique providing good performance for relaying protocols. Intuitively, the principle of relay selection can be further applied for two-way relaying with the aim to achieve improvement in performance. Recently, the problem of relay selection in two-way relaying scenarios has received considerable interests. In papers [5], [6], [8]-[11], several effective relay selection policies have been proposed and investigated for the AF scheme. However, only symmetric traffics are considered in these works. Recently, the authors of [14] proposed an interesting relay selection strategy for the DF scheme, where the best relay is selected according to the weighted rate sum on the boundary of the achievable rate region individually. Whereas they only investigate the DF scheme with superposition coding and outage probability is not considered. Very recently, the authors of [15]-[17] applied the max-min policy [18] for two-way DF relaying with network coding. In [15], a joint relay selection and network coding strategy was proposed and analyzed in terms of bit error rate (BER). In [16] and [17], the max-min policy was applied in two-way multi-antenna relay networks and the corresponding performance measure of BER was analyzed. However, the asymmetry of system traffics is not an issue in their research contexts. Furthermore, Krikidis [12] researched the relay selection strategies of the max-min, max-sum and the hybrid of the two on the two-way DF relaying network and analyzed the outage probabilities accordingly. However, similar to the previous works they still focus only on the symmetric traffic. Actually, a two-way relaying network can not always operate in the symmetric traffic mode. Moreover, as [19] pointed out, traffic asymmetry has a potential impact on some performance measures of two-way relaying, such as achievable throughput and channel errors. Although opportunistic relay selection for two-way relaying scenarios has received strong interests, the impact of traffic asymmetry on the relay selection is still an open issue. Inspired by these facts, we consider a half-duplex two-way DF relaying network with asymmetric traffics (i.e., asymmetric two-way DF relaying) and study the relay selection techniques accordingly. To our best knowledge, the problem of relay selection for two-way DF relaying from the viewpoint of asymmetric traffics is not reported.

In this paper, our investigations focus on the 2-phase half-duplex two-way DF relaying. Unlike the current research activities, we deal with the problem of relay selection and outage analysis in more general cases, including symmetric and asymmetric traffic flows, channels, and all SNR values. As a first step, the outage probability of a conventional three-node network is derived over Rayleigh fading channels. Subsequently, we consider a two-way relaying network with multi-relay nodes. For the goal of outage performance optimization, opportunistic relay selection is used. In our work, the policies of max-min and max-sum are also investigated and analyzed in terms of outage probability but from the viewpoint of asymmetric traffics. After that, new upper and lower bounds of outage probability for the two policies are presented. Moreover, the exact expression of outage probability for the max-min policy is also derived. From the analytical analysis, some meaningful insights are concluded, which are useful for the decision of relay selection policies. Finally to reduce overhead, we propose a single-criterion based relay selection policy, which uses the harmonic mean of the two-way link gains. The simulation results verify that the proposed policy is an efficient and appropriate method to implement relay selection and can achieve significant performance gains in terms of outage probability.

The rest of this paper is organized as follows. In section II, the under investigated two-way DF relaying scenario is described. In section III, the achievable rate region is stated and the outage probability is analyzed accordingly from the viewpoint of asymmetric traffics. In Section IV, opportunistic relay selection is investigated for performance improvement. The conventional max-min and max-sum policies are examined in terms of outage probability and diversity gain. Furthermore, a new relay selection policy is proposed. Numerical simulations and comparisons are presented in Section V. Section VI concludes this paper.

II. System Model

We consider a perfectly synchronized wireless communication network with \(N+2\) terminals, where two source terminals want to communicate with each other enabled by one of the \(N\) relaying nodes. Suppose \(r_s\) and \(r_r\) are the information rates of sources A and B, respectively. Here, we preserve all the terminals have the same transmission power and are corrupted by independent additive Gaussian noise with the same variance. In particular, we assume that the two-way relaying network is able to obtain perfect channel state information (CSI) by applying training signals.

As shown in Figure 1, for DF scheme, sources A and B first send their messages to relays simultaneously during time-slot 1. Then the relay nodes receive an additive Gaussian noise corrupted superposition of the transmitted signals

\[
y_{i} = \sqrt{P} h_{rk} s_{i} + \sqrt{P} h_{rk} s_{j} + w_{k}, \quad i \in \{1, 2, \ldots, N\},
\]

where the index \(i\) represents for the \(i\)-th relay node, \(P\) is the transmission power of sources A and B, \(s_{i}(s_{j})\) denotes the unit power signal transmitted from source A(B), \(w_{k}\) is the additive Gaussian noise at the \(i\)-th relay node with variance \(\sigma^2\) and \(h_{rk} (h_{jk})\) is the path gain of A \(\rightarrow\) R (B \(\rightarrow\) R). After that a best relay is opportunistically selected out of \(N\) candidates, which is used to help the information exchange between the two source terminals. Here, we assume the \(k\)-th relay node is the best one. Subsequently, the best relay jointly decode both \(s_{i}\) and \(s_{j}\), followed by certain signal processing operations. Then the best relay node broadcasts the resulting signal \(s_{k}\) to sources A and B during time-slot 2. Accordingly, source A(B) receives...
\( \sqrt{P h_r s_a} + w_a \) ( \( \sqrt{P h_r s_a} + w_b \) ), where \( P \) is the transmission power of the relay node, \( h_r, a \) ( \( h_r, b \) ) denotes the path gain of \( R \to A \) ( \( R \to B \) ) and \( w_a \) ( \( w_b \) ) denotes the additive Gaussian noise at \( A \) ( \( B \) ) with variance \( \sigma^2 \). Since both sources have known their own transmitted messages, sources \( A \) and \( B \) can get their desired messages correctly through perfect decoding and a corresponding signal processing operation.

In addition, we assume that all the links are reciprocal, i.e., \( h_{ar} = h_{ra} \), \( h_{br} = h_{rb} \) and quasi-static, namely, the path gains are regarded as constant within two time slots. Without loss in generality, we assume that all the link gains are identical and independent distributed. For link \( A \to R \) and \( B \to R \), let \( |h_{ar}|^2 \) and \( |h_{br}|^2 \) be the instantaneous squared strength, which obey exponential distribution with rates \( 1/g_1 \) and \( 1/g_2 \), respectively. Of note is that in this paper the unit of information rate is measured in \( \text{bit/s} \cdot \text{Hz} \).

\[
\text{FIGURE 1. Two-Way relaying system model}
\]

III OUTAGE ANALYSIS FOR CONVENTIONAL THREE-NODE NETWORK

In this section, we conduct the outage analysis for a conventional three-node two-way DF relaying network. In order to simplify the notations, we first define some variables, events and cases, all of which are used in the following analyses. Let \( x = \gamma |h_{ar}|^2 \), \( y = \gamma |h_{br}|^2 \), \( z_a = 2^{2 \gamma} - 1 \), \( z_b = 2^{2 \gamma} - 1 \), \( z_{ar} = z_a + z_b + z_{ar} \) and \( \Omega = \sqrt{z_{ar}} + 1 - 1 \), where \( \gamma = \frac{P}{\sigma^2} \) denotes SNR. According to the above assumption, we can deduce easily that \( x \) and \( y \) are independent exponentially distributed with parameters \( \lambda_1 = 1/g_1 \) and \( \lambda_2 = 1/g_2 \), respectively. In addition, we let

\[ z_M = \max \{ z_a, z_b \}. \]  

Furthermore, two complementary events are defined as

\[ E_1 = \{ x + y \geq \min \{x(x+2), y(y+2)\} \}, \]  

\[ E_2 = \overline{E_1} = \{ x + y < \min \{x(x+2), y(y+2)\} \}, \]  

and two useful cases are defined as

\[ \text{Case 1: } z_a > \frac{1}{2 \gamma} \text{ or } z_b > \frac{1}{2 \gamma} \]  

Case 2: \( z_a > \frac{1}{2 \gamma} \) or \( z_b > \frac{1}{2 \gamma} \) (6)

Of note is that, we omit the index \( i \) for the already introduced variables, since here only one relay node is involved in the system setup.

A. Achievable Rate Region

Since a complete information exchange for two-way relaying is composed of two time slots, the metric of achievable rate region can be calculated accordingly. According to [12], the ultimate achievable rate region of a two-way DF relaying can be given by

\[
R_{DF} = \begin{cases} 
R_a \leq \min \{ R_{k1}, R_{k2} \}, R_b \leq \min \{ R_{k1}, R_{k2} \}, & \text{for } E_1; \\
R_a \leq \min \{ R_{k1}, R_{k2} \}, R_b \leq \min \{ R_{k2}, R_{k1} \} & \text{for } E_2.
\end{cases}
\]  

where \( E_1 \) and \( E_2 \) are respectively defined in (3) and (4), \( [R_a, R_b] \) is the rate pair of sources \( A \) and \( B \), and \( R_{k1} = \frac{1}{2} \log_2 (1 + x) \), \( R_{k2} = \frac{1}{2} \log_2 (1 + y) \) and \( R_{k3} = \frac{1}{2} \log_2 (1 + x + y) \) are the rate constrains of link \( A \to R \), link \( B \to R \) and the sum-rate respectively.

B. Outage Analysis with Asymmetric Traffics

According to the achievable rate region, outage probability is defined as a probability that a practical rate pair \( [r_a, r_b] \) of a two-way relaying network locates outside the achievable rate region. To be specific, outage probability is defined as

\[
p_{out} = P \left( [R_a, R_b] \notin R_{DF} \right) = 1 - P \left( [R_a, R_b] \in R_{DF} \right). \]  

Further, by applying the law of total probability, (8) can be expressed as

\[
p_{out} = 1 - P \left( [r_a, r_b] \in R_{DF} (E_1) \right) - P \left( [r_a, r_b] \in R_{DF} (E_2) \right), \]

where \( R_{DF} (E_1) \) and \( R_{DF} (E_2) \) respectively represent the achievable rate regions that event \( E_1 \) and \( E_2 \) occur. From equation (9) and the above definitions, outage probability of a two-way relaying scenario can be derived accordingly.

Proposition 1: The exact expression of outage probability for a three-node two-way DF relaying network can be separately depicted by the following two cases. For the Case 1, the outage probability can be shown as

\[
p_{out}^D = 1 - \exp \left( - \left( \lambda_1 + \lambda_2 \right) z_{sw} \right), \]

where \( z_{sw} \) is defined in (2).

For the Case 2, the outage probability can be given by equation (11). And at high SNR region, the outage probability can be given by equation (12).

Proof: See Appendix A.

From Proposition 1, some interesting phenomena can be found that 1) the outage probability of two-way DF relaying is only determined by the link with greater information rate for all \( z_a \leq \frac{1}{2 \gamma} \) and \( z_b \leq \frac{1}{2 \gamma} \).
Here, we assume the th relay out of candidates, whenever system traffics and channels are symmetric or asymmetric. Our assumption here is that the two-way relaying network is able to obtain perfect channel state information (CSI) by applying training signals. Thus, with the help of such information, an opportunistic relay selection policy can be employed to guarantee the quality of information exchanges. Here, we assume the th relay node is the selected best relay. In addition, we reuse the th notation for the already introduced variables by an additional index for the relay node.

A. The Max-Min Policy

For the max-min policy, the best relay is chosen to maximize the minimum of the two-way channel strengths, i.e., the best relay is chosen depending on

\[ m^* = \arg \max \left[ \min \left( h_{ab} \right), \min \left( h_{ba} \right), i \in \{1,2,\ldots,N\} \right]. \] (13)

Thus according to (7) and (9), when the max-min policy is applied, the outage probability of two-way DF relaying can be written as

\[
P_{\text{out-mm}}^{DF} = 1 - P\left\{ r_{1}, r_{2} \in R_{DF}^{k} \mid m^* = k \right\} = 1 - P\left\{ r_{1}, r_{2} \in R_{DF}^{k} \mid E_{1}^{*}, E_{2}^{*} \mid m^* = k \right\}
\]

\[
+ P\left\{ r_{1}, r_{2} \in R_{DF}^{k} \mid E_{1}^{*}, E_{2}^{*} \mid m^* = k \right\}.
\] (14)

Further by applying the probabilistic theorems, (14) can be rewritten as the following

\[
P_{\text{out-mm}}^{DF} = P\left\{ z_{M} > \min \left\{ x_{1}, y_{k} \right\} \mid m^* = k \right\}
+
P\left\{ z_{M} > x_{1} + y_{k} \mid m^* = k \right\}
-
P\left\{ z_{M} > x_{1} + y_{k} \mid m^* = k \right\}. \] (15)

By observing (15), we find that the term \( \min \left\{ x_{1}, y_{k} \right\} \) is maximized when the max-min policy is used. However, the impact of this policy on the term \( x_{1} + y_{k} \) is not very clear. In order to get useful insights into the max-min policy, two exclusive approaches (i.e., \( x_{1} + y_{k} \) is independent to the max-min policy and can be maximized by the relay selection) are carried out to deal with the term \( x_{1} + y_{k} \), which consequently results in the corresponding upper and lower bounds of the outage probability. Finally, an exact outage probability expression is derived to illustrate the system outage performance, exactly.

**Proposition 2:** The upper bound of the outage probability for the max-min policy can be depicted by equation (16), where the variables of \( \lambda_{1}, \lambda_{2}, z_{1}, z_{ab}, z_{M} \) and \( \Omega \) are defined in section 3.

\[
p_{1} = 1 - \exp\left[-\left( \lambda_{1} + \lambda_{2} \right) z_{ab} \right],
\] (17)

and the functions of \( \Lambda \left( d_{1}, d_{2}, u, v, e \right) \) and \( \Pi \left( d_{1}, d_{2}, u, \omega, e \right) \) are defined in Appendix B.

The lower bound of outage probability for the max-min policy can be given by equation (18), where

\[
p_{2} = 1 - \exp\left(-\lambda_{1} z_{ab} \right) - \exp\left(-\lambda_{2} z_{ab} \right) \times \exp\left(\left( \lambda_{1} - \lambda_{2} \right) z_{ab} \right) - 1, \] (19)

\[
p_{2} = 1 - \exp\left(-\lambda_{1} z_{ab} \right) - \exp\left(-\lambda_{2} z_{ab} \right) \times \exp\left(\left( \lambda_{1} - \lambda_{2} \right) z_{ab} \right) - 1, \] (18)

\[
for Case 1.
\]

\[
\] (12)

\[
for Case 2.
\]

\[
\] (16)

\[
\] (15)

\[
\] (14)

\[
\] (13)
Proposition 3: The exact expression of the outage probability for the max-min relay selection can be depicted by equation (20) at the top of this page. And at high SNR region, the outage probability for the max-min policy can be shown as
\[ p_{\text{out}}^{\text{mm}} = p_i^N + p_i^{-1} \times \left[ (1 - p_i^{-1}) \left[ \Lambda \left( \lambda, \lambda, z_{ab}, \frac{p_i}{2}, 1 \right) \right] - \Pi \left( \lambda, \lambda, z_{ab}, \Omega, 1 \right) \right], \text{ for Case1;} \]
\[ + p_i^{-1} \left[ \Lambda \left( \lambda, \lambda, z_{ab}, \frac{p_i}{2}, 1 \right) - \left( \Lambda (\lambda, \lambda, z_{ab}, \Omega, 1) \right) \right], \text{ for Case2.} \]
\( (18) \)

Proof: See Appendix B.

From Proposition 3, an important conclusion is revealed that the max-min policy can achieve the diversity gain, which benefits from the system’s superior ability to explore the diversity gains. Moreover, the sum of the average two-way link strengths and the maximum information rate of the two sources determine the system outage probability simultaneously when SNR is high.

B. The Max-Sum Policy

For the max-sum policy, the selected best relay can provide the maximum sum of the two-way channel strengths. Specifically, the best relay is chosen according to the following criterion
\[ n^* = \arg \max \left\{ |h_{ik}| + |h_{ik}|, i \in \{1, 2, \ldots, N\} \right\}. \]
\( (22) \)

Similarly when the max-sum policy is used, the outage probability of two-way DF relaying can be written as
\[ p_{\text{out}}^{\text{ms}} = 1 - P \left[ \left( r_y, r_y \right) \in R_k^{DF} \left| n^* = k \right. \right] \]
\[ = 1 - P \left[ \left( r_y, r_y \right) \in R_k^{DF} \left( E_i^{2} \right), n^* = k \right] \]
\[ - P \left[ \left( r_y, r_y \right) \in R_k^{DF} \left( E_i^{2} \right), n^* = k \right] \]
\[ = P \left( z_a > \min (x_i, y_i) \right| n^* = k) \]
\[ + P \left( z_{ab} > x_i + y_i \mid n^* = k \right) \]
\[ - P \left( z_{ab} > x_i + y_i \mid n^* = k \right) \]
\[ = P \left( z_a > \min (x_i, y_i), z_{ab} > x_i + y_i \right| n^* = k) \]
\[ + P \left( z_a > \min (x_i, y_i), z_{ab} > x_i + y_i \right| n^* = k) \]
\[ (23) \]

In contrast to the above case, here the term \( x_i + y_i \) can be maximized. Whereas, the corresponding impact on the term \( \min (x_i, y_i) \) is not very clear. Similar to the former analysis, we derive the upper and lower bounds of the outage probability for the max-sum policy by separately considering the term \( \min (x_i, y_i) \) is independent to the max-sum policy and can be maximized during the relay selection process.

Proposition 4: The upper bound of the outage probability for the max-sum policy can be shown as
\[ p_{\text{out}}^{\text{ms}} = p_i^N + p_i^{-1} \times \left[ (1 - p_i^{-1}) \left[ \Lambda \left( \lambda, \lambda, z_{ab}, \frac{p_i}{2}, 1 \right) \right] - \Pi \left( \lambda, \lambda, z_{ab}, \Omega, 1 \right) \right], \text{ for Case1;} \]
\[ - (1 - p_i^{-1}) \Pi \left( \lambda, \lambda, z_{ab}, \Omega, N \right), \text{ for Case2.} \]
\( (20) \)

where \( p_i \) and \( p_2 \) are given in (17) and (19), respectively. The lower bound of outage probability for the max-sum policy can also be given by (18) at the top of this page.

From Proposition 4, we find that the max-sum and max-min policies have the same lower bound and different upper bound of the outage probability. Since the exact upper and lower bounds are more complex, it makes us difficult to decide which policy outperforms the other one directly. However, we are still able to get some insights by considering the high SNR cases. At high SNR region, the outage probability of the max-min relay selection can be bounded as
\[ p_i^N \leq p_{\text{out}}^{\text{ms}} \leq p_i, \]
\( (25) \)

and the same measure of the max-min policy is equal to \( p_i^N \). Thereby, we can deduce that the max-min policy performs better than the max-sum policy when SNR is high. Besides, we can conclude that the max-sum policy can achieve a diversity gain between 1 and \( N \), which is worse than the max-min policy.

C. The Max-Hmg Policy

Recall that [12] has proposed a hybrid scheme for relay selection for the purpose of combining the benefits from the max-min and max-sum policies, such that the performance gain can be achieved whenever SNR is low or high. Since the hybrid scheme requires a switching between the max-min and max-sum policies, thus additional overhead is needed during the selection process. Besides as [12] stated, the hybrid policy is carried out as follows: 1) the max-min policy is first applied, 2) if the switching criterion is satisfied, then relay selection process is completed, 3) otherwise, the max-sum policy is used. Thereby, the amount of overhead involved in selecting the best relay is increased significantly for the latter case, especially when the number of relay candidates is large. To reduce overhead, we propose a relay selection strategy, which
uses a single selection criterion rather than switching between the two policies. As [18] pointed out, the harmonic mean of two hops link gains is a balance of the two link strengths and is a smoother version of selecting minimum one of the two. Therefore, for the goal of outage probability minimizing, we propose the following criterion

\[ f^* = \underset{i}{\text{arg max}} \left\{ \frac{p_{o_1}}{p_{o_2}}, \quad i \in \{1, 2, \cdots, N\} \right\}, \]  

(26)

according to which the best relay is selected. In this paper, equation (26) is termed as the max-hmg (maximum harmonic mean of the two-way link gains) relay selection policy.

Now our main task is to conduct the theoretic analysis for the proposed max-hmg policy. Unfortunately, conducting the outage analysis by deriving the exact expressions is difficult. Hence, we investigate the outage performance by Monte Carlo simulations in the next section.

V NUMERICAL EXPERIMENTS

In this section, we provide some simulation results to evaluate the outage performance of two-way DF relaying as well as the investigated relay selection policies.

In order to depict the impact of traffic asymmetry on the system outage probability, we plot Figure 2. Here, we let \( r_d \) and \( r_b \) be both ranged from zero to 3bit/s-Hz. According to (5) and (6), we separate the rate pairs, \( r_d \) and \( r_b \), into two categories. As shown in Figure 2, the upper left and the lower right regions represent the 1 Case, while the median region denote the Case2. As long as rate pairs, \( r_d \) and \( r_b \), locate in the regions of Case1, only the link with greater information rate gives contribution to the system outage probability. However, as depicted in Figure 2 such metric manifests only for moderately or strong asymmetric traffic cases. When rate pairs belong to the Case2, the outage probability is related to the two-way links, simultaneously.

In Figure 3, two sub-figures are plotted to illustrate the outage performance of DF scenario as well as the conventional max-min and max-sum relay selection policies. Here, we let \( r_d \) be invariant and \( r_b \) be varied in a specific range. Moreover, two channel cases (i.e. symmetric and asymmetric channels) are involved. The first observing is that the theoretical results are close to the Monte Carlo simulation results, which validate the accuracy of our derived expressions. Besides, all the cases given in Figure 3 obviously show that the max-min policy plays better than the max-sum policy for the asymmetric channels. For the high rate regime and symmetric channels, the max-sum policy can outperform the max-min policy.

In the following, we make the performance comparisons in terms of outage probability among the max-min, max-sum and the proposed max-hmg policies. We first consider the case where channels are symmetric (i.e., \( g_1 = g_2 = 1 \)). As Figure 4, 5 and 6 illustrated, three traffic cases (i.e., symmetric, moderately asymmetric and strong asymmetric traffics) are involved in the outage performance comparisons. As shown in Figure 4 for the symmetric traffic (i.e., \( r_d = r_b = 2 \) bit/s-Hz) the outage performance of the max-min and max-hmg policies are inferior a bit to that of the max-sum policy in the low SNR region (i.e., SNR ≤ 23dB). For the high SNR regime (i.e., SNR>23dB), the max-hmg and max-min policies perform better than the max-sum policy, and with the increment of SNR the gap between the comparing policies becomes more significant, implying that the former two are more efficient in the high SNR region. The most important observing is that the max-hmg policy always plays better than the max-min policy and achieves a diversity gain equal to \( N \) across the whole range of SNR. For the moderately asymmetric traffic (i.e.,...

$\rho_{A} = 2.5 \text{bit/s Hz}$, $\rho_{R} = 1.5 \text{bit/s Hz}$, the max-hmg can provide the best performance gains compared to the comparing policies regardless of SNR, as depicted in Figure 5. For the strong asymmetric traffic (i.e., $\rho_{A} = 3.5 \text{bit/s Hz}$, $\rho_{R} = 0.5 \text{bit/s Hz}$), as can be seen from Figure 6, the max-hmg and the max-min perform the same and are always superior to the max-sum policy across the whole range of SNR. Additionally, we can find that the theoretic results are close to the Monte Carlo simulation results, which validate the accuracy of our derived expressions.

![Figure 4. Outage performance comparison among the three examined policies under symmetric traffic and channels](image)

![Figure 5. Outage performance comparison among the three examined policies under moderately asymmetric traffic while symmetric channels](image)

![Figure 6. Outage performance comparison among the three examined policies under strong asymmetric traffic while symmetric channels](image)

For the asymmetric channels, the simulation results show the max-hmg policy is always superior to the max-min and max-sum policies across the whole range of SNR when the traffic is symmetric or moderately asymmetric. While for the strong asymmetric traffics the performance gains of the max-hmg and max-min policies are almost the same. Of note is that due to the space constraint, here, we omit the corresponding simulation results.

In general, we can conclude that the outage probability of two-way DF relaying can be measured by one-way channel for strong asymmetric traffics. For symmetric and moderately asymmetric traffics, the measure is determined by two-way links, simultaneously. Moreover, our results show that the proposed max-hmg policy can provide significant performance gains in terms of outage probability and always achieves a diversity gain equal to $N$ across the whole range of SNR, regardless of the symmetric and asymmetric of the traffics and channels. Although, the max-hmg policy is inferior a bit to that of the max-sum policy in the low SNR region and symmetric channels, on the whole, all the results confirmed that the proposed policy is an efficient and appropriate method to implement relay selection.

### VI Conclusion

In this paper, we have examined the two-way DF relaying scenario in terms of outage probability from the viewpoint of asymmetric traffics and channels. Moreover, in order to make a good use of the available degrees of freedom of the channel, opportunistic relay selection (i.e., the max-min and max-sum policies) has been studied and analyzed in terms of outage probability and diversity gain. In contrast to the current research activity that use hybrid scheme, a single-criterion based relay selection policy (i.e., max-hmg policy) has been proposed and applied in the two-way DF relaying scenario, and validated by Monte Carlo simulations. For the purpose of comparison, we have provided the exact expressions of outage probability for the max-min policy and the corresponding upper and lower bounds of outage probability for the max-sum policy. Then, numerical and Monte Carlo simulations have been conducted. Our results have shown that the proposed policy is an efficient and appropriate method to implement relay selection and can achieve significant performance gains in terms of outage probability and diversity gain. Moreover, the simulation results have validated the accuracy of our analytical analyses.

### APPENDIX A PROOF FOR PROPOSITION 1

Recall that the outage probability can be expressed as

\[
P_{\text{out}} = 1 - P\left[\left[\rho_{A}, \rho_{R}\right] \in R_{DF} \left( E_{1}, E_{1}\right) \right] - P\left[\left[\rho_{A}, \rho_{R}\right] \in R_{DF} \left( E_{2}, E_{2}\right) \right],
\]

where $E_{1}$ and $E_{2}$ are defined in (3) and (4) respectively. In the following, we derive the right two terms of (A1) separately. For the term $\xi_{1}$, we first rewrite it as follows...
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\[ \xi_1 = P\{z_m \leq \min (x, y), z_a \leq \min (x, y), E_1 \} \]
\[ = P\{z_m \leq \min (x, y), E_1 \} \]
where \( z_m \) is defined in (2). To facilitate the derivation, we calculate (A2) by separately considering the following two cases.

(a) For \( x \geq y \), \( \xi_1 \) can be written as
\[ \xi_1 = P\left\{ z_m \leq y, x + \frac{1}{2} \geq (y + \frac{1}{2})^2, x \geq y \right\} \]
\[ = \int_{-\infty}^{\infty} e^{-\lambda_2 x} dx \int_{\frac{1}{2}}^{\infty} -\lambda_2 e^{-\lambda_2 x} dx \]
\[ = \lambda_2 \exp \left( \frac{1}{2} \right) \int_{-\infty}^{\infty} \exp \left[ -\lambda_1 (y + \frac{1}{2})^2 - \lambda_2 y \right] dy \]
\[ \text{(A3)} \]

(b) For \( x < y \), \( \xi_1 \) can be written as
\[ \xi_1 = P\left\{ z_m \leq x, y + \frac{1}{2} \geq (x + \frac{1}{2})^2, x \leq y \right\} \]
\[ = \int_{-\infty}^{\infty} e^{-\lambda_2 x} dx \int_{\frac{1}{2}}^{\infty} -\lambda_2 e^{-\lambda_2 x} dy \]
\[ = \lambda_2 \exp \left( \frac{1}{2} \right) \int_{-\infty}^{\infty} \exp \left[ -\lambda_1 (x + \frac{1}{2})^2 - \lambda_2 x \right] dx \]
\[ \text{(A4)} \]
Subsequently, by combing (A3) and (A4), we obtain the final expression of \( \xi_1 \).

For the term \( \xi_2 \), we also rewrite it as the following
\[ \xi_2 = P\{z_A \leq \min (x, y), z_A \leq \min (x, y), z_{AB} \leq x + y, E_1 \} \]
\[ = P\{z_m \leq \min (x, y), z_{AB} \leq x + y, E_1 \} \]
\[ \text{(A5)} \]
where \( z_{AB} \) is defined as \( z_{AB} = z_a + z_b \).

Also, we calculate (A5) by considering \( x \geq y \) and \( x < y \).

(a) For \( x \geq y \), (A5) can be expressed as
\[ \xi_2 = P\left\{ z_{m} \leq y, z_{AB} \leq x + y, x + \frac{1}{2} < (y + \frac{1}{2})^2, x < y \right\} \]
\[ \text{(A6)} \]
Then two additional cases should be considered, since it is significant to determine the integral region for the calculation of (A6).

(1) For the case where \( z_b \leq \frac{z_m}{z_{AB}} \) and \( z_a \leq \frac{z_{AB}}{z_{m}} \) (i.e., Case 1), (A6) can be calculate as follows
\[ \xi_2 = \int_{-\infty}^{\infty} e^{-\lambda_2 x} dx \int_{\frac{1}{2}}^{\infty} -\lambda_2 e^{-\lambda_2 x} dx \]
\[ = \frac{\lambda_2}{\lambda_2} \exp \left[ -\lambda_1 \left( \frac{z_m}{z_{AB}} \right) \right] \]
\[ - \lambda_2 \exp \left( \frac{1}{2} \right) \int_{-\infty}^{\infty} \exp \left[ -\lambda_1 (y + \frac{1}{2})^2 - \lambda_2 y \right] dy \]
\[ \text{(A7)} \]
(2) For the case where \( z_b > \frac{z_m}{z_{AB}} \) and \( z_a > \frac{z_{AB}}{z_{m}} \) (i.e., Case 2), (A6) can be calculate as
\[ \xi_2 = \int_{-\infty}^{\infty} e^{-\lambda_2 x} dx \int_{\frac{1}{2}}^{\infty} -\lambda_2 e^{-\lambda_2 x} dx \]
\[ + \frac{\lambda_2}{\lambda_2} \exp \left[ -\lambda_1 \left( \frac{z_m}{z_{AB}} \right) \right] \]
\[ \text{(A8)} \]
\[ - \lambda_2 \exp \left( \frac{1}{2} \right) \int_{-\infty}^{\infty} \exp \left[ -\lambda_1 (y + \frac{1}{2})^2 - \lambda_2 y \right] dy \]
\[ - \lambda_2 \exp \left( \frac{1}{2} \right) \int_{-\infty}^{\infty} \exp \left[ -\lambda_1 (y + \frac{1}{2})^2 - \lambda_2 y \right] dy \]

Then, by combing (A7) and (A8), we obtain the final expression of \( \xi_2 \).

(b) For \( x < y \), (A5) can be expressed as
\[ \xi_2 = P\left\{ z_{m} \leq x, x + \frac{1}{2} < (y + \frac{1}{2})^2, x < y \right\} \]
\[ \text{(A9)} \]
As the former case, we can obtain the final expression of (A9) by calculating it in Casel and Case 2 separately. Then, by combing (A6) and (A9) we obtain the final expression of \( \xi_2 \). Finally, we can obtain the final expressions of (10) and (11) by substituting \( \xi_1 \) and \( \xi_2 \) into (A3).

For the high SNR region, (11) can be approximate by equation (12) by using the approximation \( e^{-x} \approx 1 - x \).

**APPENDIX B PROOF FOR PROPOSITION 3**

Recall that the outage probability can be expressed as
\[ p_{\text{out}} = P\left\{ z_{m} > \min (x, y) \mid m^* = k \right\} \]
\[ + P\left\{ z_{m} > x, y \mid m^* = k \right\} \]
\[ - P\left\{ z_{m} > x, y, E_1^* \mid m^* = k \right\} \]
\[ - P\left\{ z_{m} > \min (x, y), z_{AB} > x + y, E_1^* \mid m^* = k \right\} \]
\[ + P\left\{ z_{m} > \min (x, y), z_{AB} > x + y, E_1^* \mid m^* = k \right\} \]
\[ \text{(A9)} \]

For the term \( \theta_1 \), the calculation is straightforward, which is equal to \( p_{B1^*} \). For the term \( \theta_2 \), by applying the law of total probability it can be rewritten as
\[ \theta_2 = P\left\{ x_i + y_i < z_{AB} \min (x_i, y_i) \geq \min (x, y), i \in N \cap i \neq k \right\} \]
\[ = \frac{P\{x_i + y_i < z_{AB} \min (x_i, y_i) \geq \min (x, y), i \in N \cap i \neq k \}}{P\{\min (x_i, y_i) \geq \min (x, y), i \in N \cap i \neq k \}} \theta_2 \]
\[ \text{(A10)} \]
where \( N \) is defined as \( N = \{1, 2, \ldots, N \} \). Then, we calculate (A10) accordingly. For the term \( \theta_2 \), it can be calculated as
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\[ \theta_{22} = \int_0^\infty (\lambda_i + \lambda_j) \exp\left[-(\lambda_i + \lambda_j)s\right] \times \left\{ 1 - \exp\left[-(\lambda_i - \lambda_j)s\right]\right\}^{N-1} ds, \]  
\[ = \sum_{i=0}^{N-1} \lambda_i \cdot \lambda_j, \tag{A11} \]

Here, we used the binomial theorem \((\alpha + \beta)^k = \sum_{i=0}^{k} \binom{k}{i} \alpha^i \beta^{k-i}\).

For the term \(\theta_{21}\), it can be written as follows
\[ \theta_{21} = \int_0^\infty \lambda_i e^{-\lambda_i x} dx \int_0^{\lambda_i - \lambda_j} \lambda_j e^{-\lambda_j y} \left\{ 1 - \exp\left[-(\lambda_i - \lambda_j)y\right]\right\}^{N-1} dy \]
\[ = \int_0^\infty \lambda_i e^{-\lambda_i x} dx \int_0^{\lambda_i - \lambda_j} \lambda_j e^{-\lambda_j y} dx \left\{ 1 - \exp\left[-(\lambda_i - \lambda_j)x\right]\right\}^{N-1} dy \]
\[ = \lambda_i \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \]
\[ \times \int_0^\infty \exp\left[-(t+1)(\lambda_i + \lambda_j)x\right] dx \]
\[ = \lambda_i \exp\left[-z_{ab}\right] \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \]
\[ \times \int_0^\infty \exp\left[-(t+1)(\lambda_i + \lambda_j)x\right] dx, \tag{A12} \]

and further calculated as
\[ \theta_{21} = \sum_{i=0}^{N-1} \left[ \sum_{j=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \right] \lambda_i \exp\left[-z_{ab}\right] \times \]
\[ \left[ \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \right] \lambda_j \neq \lambda_i; \]
\[ \left[ \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \right] \lambda_i \neq \lambda_j; \]
\[ \left[ \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \right] \lambda_j \neq \lambda_i. \tag{A13} \]

Then, by substituting \(\theta_{21}\) and \(\theta_{22}\) into (A10), we obtain the final expression of \(\theta_2\).

For the term \(\theta_1\), we first rewrite it as follows
\[ \theta_1 = \frac{\theta_{12}}{\theta_{22}} = \frac{\int_0^\infty \left( x_k + y_k \right) E_1^k \exp\left(\frac{\left( x_k + y_k \right)}{\min\left( x_k, y_k \right)}\right) d\theta_k}{\int_0^\infty \left( x_k + y_k \right) E_1^k \exp\left(\frac{\left( x_k + y_k \right)}{\min\left( x_k, y_k \right)}\right) d\theta_k}, \tag{A14} \]

where \(\theta_2\) can be given by (A11). For the term \(\theta_1\), it can be expressed as
\[ \theta_1 = \int_0^\infty \left( x_k + y_k \right) E_1^k \left[ \min\left( x_k, y_k \right) \right] \geq \min\left( x_k, y_k \right), \]
\[ = \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(\lambda_i + \lambda_j)\cdot y\right]\right] \exp\left[-\left(\lambda_i + \lambda_j\right)x\right] \]
\[ \times \int_0^\infty \exp\left[-\left(\lambda_i + \lambda_j\right)x\right] dx \]
\[ = \lambda_i \exp\left(-z_{ab}\right) \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \]
\[ \times \int_0^\infty \exp\left[-(t+1)(\lambda_i + \lambda_j)x\right] dx, \tag{A15} \]

and further calculated as
\[ \theta_{11} = \lambda_i \exp\left(-z_{ab}\right) \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \]
\[ \times \int_0^\infty \exp\left[-\lambda_i x^2 - \left(\lambda_i + \lambda_j\right)x\right] dx \]
\[ + \lambda_j \exp\left(-z_{ab}\right) \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \]
\[ \times \int_0^\infty \exp\left[-\lambda_j x^2 - \left(\lambda_i + \lambda_j\right)x\right] dx \]
\[ - \lambda_i \exp\left(-z_{ab}\right) \sum_{i=0}^{N-1} \left( \frac{t}{N-1} \right) \left[1 - \exp\left[-(t+1)(\lambda_i + \lambda_j)\cdot y\right]\right] \]
\[ \times \int_0^\infty \exp\left[-(t+1)(\lambda_i + \lambda_j)x\right] dx, \tag{A16} \]
Then, by substituting \( \theta_{11} \) and \( \theta_{12} \) into (A14), we obtain the final expression of \( \theta_{1} \).

For the term \( \theta_{4} \), we rewrite it as

\[
\theta_{4} = \frac{\theta_{4}}{\pi_{2}} = \frac{\int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e}}{\int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e}}.
\]

(A17)

Here, the term \( \theta_{4} \) can be given by (A11). For the term \( \theta_{41} \), two additional cases, i.e. Case 1 and Case 2 should be considered when determine the integral region for the calculation.

(a) For the Case 1, we have \( 2z_{M} \geq z_{AB} \). So, the integral region is the same as that of \( \theta_{11} \). Therefore, \( \theta_{41} \) can also be given by (A13). So, we have \( \theta_{4} = \theta_{2} \).

(b) Compared to the Case 1, the integral region is reduced for the Case 2. Then, the final result of \( \theta_{4} \) should be subtracted \( \delta^{N} \) from \( \theta_{21} \), where \( \delta^{N} \) can be written as

\[
\delta^{N} = \sum_{t=0}^{N} \lambda_{t} e^{-\lambda_{t} z_{M}} \left[ 1 - \exp(\lambda_{t} - \lambda_{2}) \right]^{N-1} \, d\mathbf{z} + \lambda_{t} e^{-\lambda_{t} x} \left[ 1 - \exp(\lambda_{t} - \lambda_{2}) \right]^{N-1} \, d\mathbf{x} + \lambda_{t} e^{-\lambda_{t} y} \left[ 1 - \exp(\lambda_{t} - \lambda_{2}) \right]^{N-1} \, d\mathbf{y},
\]

\[
\delta^{N} = \int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e} = \frac{\int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e}}{\int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e}}.
\]

(A18)

and further calculated as (A19). Thereby, \( \theta_{4} \) can be given by (A20), and \( \theta_{4} \) can be given by \( \theta_{4} = \frac{\theta_{4} - \delta^{N}}{\theta_{2}} \). For the last term \( \theta_{4} \), we rewrite it as

\[
\theta_{4} = \frac{\theta_{4}}{\pi_{2}} = \frac{\int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e}}{\int_{\Pi_{2}} \Lambda(\mathbf{d}, \mathbf{d}, u, v, e) \, d\mathbf{d} \, d\mathbf{u} \, d\mathbf{v} \, d\mathbf{e}}.
\]

(A21)

As the former case, \( \theta_{2} \) can also be given by (A11). For the term \( \theta_{3} \), the integral region is the same as that of \( \theta_{31} \) due to \( z_{M} + 2z_{M} \geq z_{AB} \). So, we have \( \theta_{3} = \theta_{21} \) and further obtain \( \theta_{3} = \theta_{2} \). Consequently by substituting \( \theta_{1}, \theta_{2}, \theta_{3}, \theta_{4} \) and \( \theta_{4} \) into (A9) we obtain the final expression of (20) in the main part of this paper.

Moreover, in order to simplify the notation, we define two functions \( \Lambda(d_{1}, d_{2}, u, v, e) \) and \( \Pi(d_{1}, d_{2}, u, v, e) \). The former is given as

\[
\Lambda(d_{1}, d_{2}, u, v, e) = \frac{\Phi(d_{1}, d_{2}, u, v, e)}{\delta_{(\mathbf{r})}},
\]

(A22)

where \( \Phi(d_{1}, d_{2}, u, v, e) \) is given by equation (A23) and

\[
D(e) = \sum_{t=0}^{r-1} \left[ 1 - e^{-\lambda_{t}} \right].
\]

(A24)

And the latter is depicted as

\[
\Pi(d_{1}, d_{2}, u, v, e) = \frac{\Psi(d_{1}, d_{2}, u, v, e)}{\delta_{(\mathbf{r})}},
\]

(A25)

where \( \Psi(d_{1}, d_{2}, u, v, e) \) is given by equation (A26) and \( D(e) \) is given in (A24). According to the above analyses, we have the results given by (A27). Consequently, by using the approximation \( e^{-x} \approx 1 - x \), we can obtain equation (26) in the main part of this paper.
\[ \theta_{a1} = \theta_{a2} - \Delta \nu = \sum_{r=0}^{N-1} \left( \frac{1}{r+1} \right) \left[ 1 - \exp \left( -(t+1) \left( \lambda_1 + \lambda_2 \right) z_{M} \right) \right] \]

\[ - \lambda_2 \exp \left( -\lambda_2 z_{M} \right) \times \sum_{r=0}^{N-1} \left( \frac{1}{r+1} \right) \left[ 1 - \exp \left( -(t-1) \lambda_2 z_{M} - (t+1) \lambda_2 z_{M} \right) \right], \lambda_1 = \lambda_2; \]  

(A20)

\[ - \lambda_1 \exp \left( -\lambda_1 z_{M} \right) \times \sum_{r=0}^{N-1} \left( \frac{1}{r+1} \right) \left[ 1 - \exp \left( -(t-1) \lambda_1 z_{M} - (t+1) \lambda_2 z_{M} \right) \right], \lambda_1 = \lambda_2. \]

\[ \Phi(d_1, d_2, u, v, e) = \sum_{r=0}^{N-1} \left( \frac{1}{r+1} \right) \left[ 1 - \exp \left( -(t+1)(d_1 + d_2) \right) \right] \]

\[ - d_1 \exp \left( -d_1 u \right) \times \sum_{r=0}^{N-1} \left( \frac{1}{r+1} \right) \left[ 1 - \exp \left( -(t-1)d_1 v - (t+1)d_1 v \right) \right], d_1 = d_2; \]  

(A23)

\[ - d_1 \exp \left( -d_1 u \right) \times \sum_{r=0}^{N-1} \left( \frac{1}{r+1} \right) \left[ 1 - \exp \left( -(t-1)d_1 v - (t+1)d_1 v \right) \right], d_1 = d_2; \]

\[ \Psi(d_1, d_2, u, v, e) = d_2 \exp \left( \frac{t}{2} \right) \sum_{r=0}^{N-1} \left( \frac{1}{e-1} \right) \left[ 1 - \exp \left( \frac{\lambda_2 z_{M} (t+1) d_2}{2} \right) \right] \]

\[ \Omega = \lambda_1 \exp \left( -\lambda_1 (t+1) d_1 \right) \times \left[ 1 - \exp \left( -(t-1)d_1 v - (t+1)d_1 v \right) \right], d_1 = d_2; \]  

(A26)

\[ \Omega = \lambda_1 \exp \left( -\lambda_1 (t+1) d_1 \right) \times \left[ 1 - \exp \left( -(t-1)d_1 v - (t+1)d_1 v \right) \right], d_1 = d_2; \]

\[ \theta_3 = P \left( x_y > x_y, y_x = k \right) = \lambda \left( \lambda_1, \lambda_2, z_{M}, \frac{\omega}{2}, N \right); \]

\[ \theta_3 = P \left( x_y > x_y, y_x = k \right) = \Pi \left( \lambda_1, \lambda_2, z_{M}, \omega, N \right); \]  

(A27)

\[ \theta_4 = P \left( z_M > \min \left( x_y, y_x, z_{M} \right), x_y > y_x \right), m^* = k \right) = \left\{ \begin{array}{ll} \lambda \left( \lambda_1, \lambda_2, z_{M}, \frac{\omega}{2}, N \right), & \text{Case 1;} \\
\lambda \left( \lambda_1, \lambda_2, z_{M}, z_{M}, N \right), & \text{Case 2} \end{array} \right. \]
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